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Summary 

The report presents results of the research aimed at advancing the understanding of underlying physics and 

operational functionality of the Total Internal Reflection Ultrasonic Sensor (TIRUS), a novel device for detec-

tion of subsurface flaws. Because of the complex character of the research, a few groups of results are reported 

obtained with different techniques and approaches. One group includes experimental results of visualization of 

ultrasonic beams in the sensor body, the TeO2 crystal, and results of studies of the sensor functional features. 

Another group is presented by a calculation technique developed to simulate 3D distribution of the sound field 

in the crystal and by a novel approach developed for processing data obtained from an unstable output of the 

sensor. 

In the experiments, the TIRUS capability of sensing subsurface flaws has been proved when it is in direct 

contact with a tested specimen. Its operational capability in the case of a couplant between those has to be 

proved yet. The TIRUS insertion losses that are its operational characteristics were measured using continuous 

wave and time-gated (pulse) techniques. It has been shown that a probable reason for their high value is the 

transduction loss of the transducer but not conversion of a probing shear wave into other acoustic modes in the 

sensor body. It has also been established that imperfection of the TIRUS design leads to appearance of spurious 

signals at the TIRUS output and spurious longitudinal waves in its body. Temperature controllable studies of the 

TIRUS have proved that instability of its output is connected exclusively with temperature influences. 

The developed optical setup and experimental technique has allowed ultrasonic beams to be visualized for 

the first time while observed from the direction forbidden for acousto-optic interaction. As a result, reflection in 

the plane (11̄0) of the slow shear waves polarized along the illuminating light beam was observed and studied. 

No conversion of these waves, which are of the shear horizontal wave type, into other acoustic modes on their 

reflection from an inclined surface of the crystal was observed. At the same time, two effects were discovered 

that have apparently never been observed before, conversion of the shear horizontal wave into a longitudinal 

one on its normal reflection from the free flat surface of the crystal and a displacement of an ultrasonic beam on 

its oblique reflection from the free flat surface. For the time being, both these effects are inexplicable and re-

quire further studies. 

The calculation technique developed for simulation of 3D structure of ultrasonic beams radiated by a rec-

tangular shear wave transducer into an anisotropic medium has been of help in the study of propagation and 

reflection of shear waves in the sensor body. It was used for computation of diffraction losses of a probing wave 

across its polygonal path in the crystal. In further researches, it is to be a useful instrument in the study of inex-

plicable effects discovered in the optical visualization experiments. 

A digital signal processing technique based on the combined use of the principal component analysis and 

the discrete Fourier transform has been developed for extraction of essential features of the sensor from its un-

stable output. An estimator built using the developed technique has shown rather high probability of accurate 

estimation of the presence of subsurface defects in the tested specimens. 

Summarizing, it is worth noting that two above mentioned findings, conversion of the shear horizontal 

wave into a longitudinal one and the displacement of an ultrasonic beam are of great importance and their fur-

ther studies should result in broadening our knowledge of reflection of ultrasonic waves in strongly anisotropic 
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media. Experiments on detecting subsurface defects using couplants should be continued too to resolve a con-

tradiction in the results obtained. 

Main results of the research were presented at four international conferences numbered [2, 15, 16, 17] in 

the list of references. 

Introduction 

This report is a result of a two-year study of the Total Internal Reflection Ultrasonic Sensor (TIRUS), a 

device specially aimed at detecting subsurface flaws in a tested specimen based on the frustrated total internal 

reflection of bulk ultrasonic waves in the sensor body. The study includes (1) investigations of experimental 

samples of the sensor, (2) building of a model for calculation ultrasonic fields in it and (3) development of a 

technique for post-processing of its output signals. Thus, this is a complex research using different techniques 

and approaches, which produce very different types of results. Therefore, the report is organized as a set of 

numbered virtually independent sections 2-10 that can be read separately but contain interrelated results and 

cross-references between them. These sections are written by different participants of the project listed in the list 

of authors, namely by those who mainly dealt with a corresponding task solved. Two sections, section 1 and 

section 11 are written specially to give an outline of the tasks solved in the project and to discuss results ob-

tained briefly. Reading these two sections is enough to get an idea of what the research is about as a whole and 

what results are obtained; references given in section 11 to the items of specific sections 2-10 enable the results 

described in detail in these sections to be found easily. 

A short list of the most common symbols used repeatedly across the report is placed in its beginning. Two 

sections, No. 9 and No.10, dealing with building of theoretical models and development of calculation tech-

niques have their own long lists of symbols used exclusively in these sections. 

1 The Project Tasks and Approaches to Their Solution 

1.1 Tasks to Be Solved 

In the previous research [1], a Total Internal Reflection Ultrasonic Sensor (TIRUS), a novel device for de-

tection of subsurface flaws, was developed and its feasibility was proved. The sensor was designed on the prem-

ise that ultrasonic waves propagating and reflecting in the sensor body made of a TeO2 single crystal behave in a 

simple manner of plane waves. 

In the fabricated experimental sample of the TIRUS a transducer of the sensor emitted a slow shear wave 

(SSW) into the [110] direction of the TeO2 crystal. The sensor design was such that the displacement vector of 

the SSW lay in the planes of reflecting surfaces of the crystal, that is, it was a shear horizontal (SH) wave with 

respect to these planes. It was assumed that with such a design no other waves should exist in the crystal except 

those polarized as the SSW. 

Optical visualization of acoustic modes in the crystal showed, however, that not only the assumed waves 

existed but also waves of other types, quasi-longitudinal (QL) and quasi shear fast (QSF) did exist. This fact is 

illustrated in Fig. 1.1.1 taken from [1]. 

There was also discovered that the insertion loss of the TIRUS, which was an operational characteristic of 
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its output, proved to be significantly greater than expected 

from an estimate. One more result obtained in [1] that required 

an explanation was strong instability of the TIRUS output 

observed in the experiments. All these experimental facts have 

led to the conclusion that in reality ultrasonic beams in a 

strongly anisotropic crystal, which is TeO2, behave in a more 

complicated way.  

The aim of the current project is to find actual reasons 

for the observed phenomena through a thorough study of 

physical mechanisms governing behavior of ultrasonic beams 

in the sensor body and to produce a vision for future develop-

ments of the sensor. It can be achieved by a complex research 

including thorough experimental investigations of the TIRUS 

samples as well as building a more adequate theoretical model 

describing behavior of ultrasonic beams in the crystal. Apart 

from that, a special objective of the project is to prove the 

TIRUS capability to sense subsurface flaws because its feasibility has been proved only in experiments with the 

specimens having surface defects. 

Thus, the tasks to be solved in the project are as follows: 

− to get quantitative experimental data on spatial and temporal structure of acoustic fields in the sensor 

body by means of optical visualization of ultrasonic beams and pulses; 

− to build an adequate theoretical model and calculate the field of radiated and reflected ultrasonic beams 

in the TeO2 crystal of a limited size; 

− to study instability of the TIRUS characteristics by means of temperature-controllable experiments; 

− to prove the TIRUS capability to detect subsurface flaws testing specially fabricated specimens with 

artificial subsurface defects; 

− to try the TIRUS in testing procedures using a “sliding technique” in which the sensor moves across a 

tested surface with a couplant between it and this surface; 

− one more task to be solved is to develop an approach to reliable extraction of reference data from an 

unstable TIRUS output to be used in testing procedures. 

1.2 Methods, Assumptions and Procedures 

Solving the tasks formulated in section 1.1 involves a number of research activities independent on each 

other in their methods but producing interrelated results. They include visualization of an ultrasonic beam struc-

ture using optical techniques, investigation of the TIRUS samples as a two port-network, numerical simulation 

of the sound field and post-processing of the TIRUS output using digital signal processing techniques. 

Optical visualization is a part of research that provides an essentially valuable set of data because it reveals 

intrinsic features of ultrasonic beams in the TIRUS that cannot be uncovered any other way. Essentials of the 

technique applied in this research and described in section 8 are as follows. A light beam incident on a TeO2 

 
 

Fig. 1.1.1. Light diffraction pattern caused by 
acoustic waves in the TIRUS. “Optical respons-
es” from different acoustic modes, quasi-
longitudinal (QL) and quasi-shear fast (QSF) 
are observed despite the fact that only a slow 
shear wave (SSW) was excited in the crystal. 
The image is taken from [1]. 

Distribution A:  Approved for public release; distribution is unlimited.



 13 

crystal, which is the TIRUS body, is diffracted by an ultrasonic wave propagating in the crystal. As a result, a 

diffracted beam appears behind the crystal and a diffraction pattern (a spot) corresponding to this wave can be 

watched in a plane of observation. 

Thus, each light spot in the entire diffraction pattern observed behind the crystal can be related to a corre-

sponding ultrasonic wave propagating in it. Because its intensity is in a certain way connected with the intensity 

of an ultrasonic wave that caused this spot, it is an indicator of the sound field intensity in the domain illuminat-

ed by the incident light beam. If an incident light beam illuminates the entire input face of the crystal, the light 

intensity distribution in the diffraction pattern will map the intensity distribution of the sound field in the crystal. 

In which case, however, additional optical elements will be needed to discriminate the diffracted and direct light 

beams because they will not be spatially resolved. Spatial filtration of the light beam mapping an acoustic wave 

of interest can be performed with an aperture in the focal plane of the lens placed behind the crystal. 

A computer simulation of a 3D structure of ultrasonic beams in the crystal is a useful tool to guide a proper 

treatment of experimental results obtained from optical visualization. As such, in the current research a mathe-

matical model is built and simulated based on the plane wave decomposition technique in an assumption that a 

radiated ultrasonic beam is excited by a pure tangential displacement existing only within a limited rectangular 

area at the boundary of the crystal. Details of the model and simulation results are presented in section 9. 

Investigations of experimental samples as two port-networks presented in sections 3, 4, 6 and 7 are carried 

out in a conventional way of measuring the transfer function of the TIRUS with no specific preliminary assump-

tions about measurement procedures made. The only specific feature of measurements taken is that some of 

them were made using a phase meter specially developed in the frame of the project for time-gated measure-

ments of the TIRUS transfer function. Its principle of operation, design and specific features are described in 

detail in Appendix A. Results presented in section 6 are obtained in the temperature controllable environment. 

Specific investigations of testing procedures using a couplant between the sensor and a tested specimen to ena-

ble the sensor to move across the specimen are carried out in section 7. The TIRUS capability to detect a subsur-

face flaw is studied in section 5 where a defective specimen is tested using the same conventional procedure for 

measurement of the insertion loss. 

Research into possible ways to apply digital signal processing techniques to an unstable TIRUS output is 

accomplished in an assumption of no preliminary knowledge exists about the data analyzed except that they are 

the TIRUS output signals got in experiments. Their results are given in section 10. 
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Fig. 2.1.1. The TIRUS concept. a – configuration of the sensor-tested object “assembly”; b – geometry of the total 
internal reflection of the probing slow shear wave in the TeO2 prism.  

2 The TIRUS Design and Fabrication of Experimental Samples 

2.1 The TIRUS Concept 

The concept of the total internal reflection ultrasonic sensor (TIRUS) as it was introduced and developed in 

[1] is as follows. Total internal reflection of a probing  ultrasonic wave incident at the interface between the sen-

sor and a tested object is frustrated if there is a subsurface flaw in the evanescent field under the interface 

(Fig. 2.1.1, a). As a result, the reflected wave is affected and the sensor output changes. 

To provide total internal reflection at the interface with a large variety of tested materials the smaller 

velocity of the probing wave is better. Therefore, the slow shear wave (SSW) with the velocity ~600 m/s 

propagating along the [110] direction in the TeO2 single crystal was chosen as a probing one. Polarization of the 

SSW is normal to the plane of the picture in Fig. 2.1.1. That is, with respect to the interface, it is a shear 

horizontal (SH) wave. 

The simplest geometry of the crystal providing pure shear modes of the incident probing and reflected 

waves is shown in Fig. 2.1.1, b [2]. It is chosen in such a way that the incident and reflected waves propagate 

along the crystallographic directions [110] and [001] of the crystal respectively. In this case, the angle of 

incidence θ0 can be found from the ratio of the velocities along directions [110] and [001]. In terms of the elastic 

stiffness constants, it yields [3] 

 ( ) 4412110 2/arctan ccc −=θ . (2.1.1) 

With taken from [4] values of stiffness constants c11=5.57×1010, c12=5.12×1010 and c44=2.65×1010 of N/m2 the 

angle of incidence θ0=16.25º. 

According to a conventional procedure [5], a slowness vector of any refracted wave in the tested material 

can be found as a vector starting from the origin point O and ending at the intersection point B of a correspond-

ing slowness surface with a normal to the interface n passing through the end of the slowness vector of the re-
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Fig. 2.2.1. The TIRUS design. 

flected wave (point A) in the crystal. As seen from Fig. 2.1.1 (b), no such vectors can be found within the semi-

circle C because the normal n lies beyond its area. As a result, for all slowness values less than that defined by 

the radius r of the semicircle C, total internal reflection will take place. In other words, it will take place for all 

materials with velocities greater than a minimum boundary value vmin. For the case considered, a simple geomet-

rical calculation gives the minimum velocity vmin=vI/sinθ0=613/0.279=2190 m/s, where vI is the phase velocity of 

the incident SSW. Thus, the chosen geometry of the TIRUS provides its operational functionality while being 

applied to testing isotropic specimens with shear wave velocities greater than 2190 m/s. 

An operational characteristic of the TIRUS can be defined in different ways but in any case it has to repre-

sent a change in its output Uout caused by the presence of a defect in the tested object. For the simplicity of ex-

perimental techniques in the study of the TIRUS functionality, it is preferable to make relative measurements of 

the TIRUS output instead of absolute ones, which require much more accurate procedures. Therefore in the cur-

rent project, in all experiments where the TIRUS is studied as a sensor it is treated as a two-port network whose 

transfer function T(f) is used as operational characteristic of the sensor. As usual, it is defined as 

 T(f)=Uout(f)/Uin(f)=|T(f)|exp(iφ(f)),    )(log20)( fTfIL =  (2.1.2) 

where f is a frequency, Uout and Uin are complex output and input of the sensor (see Fig. 2.1.1, a); φ is the phase 

of its transfer function, i is the imaginary unit. The logarithmic measure of the transfer function magnitude |T| is 

the insertion loss IL(f) of the TIRUS. 

In the case of a pulse input of the TIRUS the above defined characteristic is modified into a time-gated 

transfer function TTG whose “time gated insertion loss ILTG” and “time-gated phase” φTG are 

 ILTG=20 logUcarr/Uin,    φTG=φcarr-φref. (2.1.3) 

Here Ucarr and φcarr are amplitude and phase of the output pulse carrier, φref is the phase of a reference sinusoidal 

signal. 

2.2 The TIRUS Design 

The TIRUS was designed as a prism of a TeO2 crystal cut and oriented according to the geometry present-

ed in Fig. 2.1.1, b. The size of the prism is 23(L)×12(H)×10(D) mm along the [110], [001] and [11̄0] directions 

respectively. The 23 mm length of the crystal was chosen to enable the far field zone of the emitting side trans-

ducer to begin just at the distance of the inclined face of the crystal, in which case the cross-section of the prob-

ing wave field distribution on the reflecting surface is 

even enough [1]. Two identical 163º rotated Y-cut 

LiNbO3 plates are bonded to the relevant faces of the 

TeO2 crystal and ground down to a necessary thickness 

~80 µm to serve as transducers operating at the fre-

quency of 27 MHz. The inclined face of the prism is 

mirror-polished to be used as a sensitive surface of the 

sensor enabling application of an optical contact tech-

nique to put the sensor in contact with a tested speci-
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 a, sample Uj1 b, sample Uj2 

Fig. 2.3.1. “Loss samples” fabricated from the TeO2 crystals. Uj1 and Uj2 are the identifiers of the fabricated samples. 
a – the transducers are bonded in the center of the crystal; b – the transducers are bonded close to a side surface of the 
crystal, exactly as in the TIRUS samples. Both fabricated cells were damaged while mounting into the housings. 

men. 

Unlike the sample fabricated in [1] where the size of the receiving top transducer was 2.5 mm, in the cur-

rent project its size was 4 mm (Fig. 2.2.1). The idea behind the increased size of the receiving transducer was to 

provide “reliable collection of all energy” of the reflected ultrasonic beam and in such a way to decrease inser-

tion loss of the TIRUS that seemed to be unexpectedly large [1]. To what side effects it has led is described in 

sections 4.2 and 8.4.3. 

2.3 Fabrication of Experimental TIRUS and Loss Samples 

Two types of experimental samples were fabricated to experiment with, “Loss Samples” and “TIRUS 

Samples”. The TIRUS samples were actual sensors to be investigated, their design is described in the previous 

section. The loss samples had no inclined reflecting surface changing a propagation direction of an ultrasonic 

wave in the crystal. They were meant specially for finding a reason for a high value of losses in the TIRUS 

samples investigated as a two-port network [1] and were designed as a simple ultrasonic delay line made of the 

TeO2 crystal with two transducers located exactly opposite to each other. 

Both the TIRUS and the loss samples were fabricated from identical rectangular bars of the TeO2 crystals 

of 23×12×10 mm in size; two opposite (L×H) surfaces of every bar were covered with antireflection coatings for 

wavelength of 532 nm with the reflection coefficient ≤0.1%. At the first stage of fabrication, piezoelectric plates 

of LiNbO3 were welded to corresponding surfaces of original bars. In the case of the lost samples, those were on 

opposite (H×D) surfaces; at the next stage, the plates were ground and then polished down to a necessary thick-

ness. After deposition of electrodes the loss samples were ready for mounting into a crystal holder. In the case of 

the TIRUS, piezoelectric plates were welded separately to (L×D) and to (H×D) surfaces of the crystal. After 

welding, grinding the plates down to necessary thicknesses and deposition of electrodes, the intermediate exper-

imental samples were obtained not having yet an inclined surface but with two shear wave transducers, one on 

the (110) and another on the (001) surfaces of the crystal. Some results obtained with such an intermediate sam-

ple are described in section 8.4.2, Fig. 8.4.4, (a). The final operations in the TIRUS body fabrication were cut-

ting a part of the crystal with a diamond saw to get a properly oriented inclined face and subsequent grinding 
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 a b 

Fig. 2.3.2. The fabricated TIRUS sample Uj4. a – the crystal itself (a sensor); b – the crystal mounted in the housing 
designed for optical investigations. The crystal can be illuminated from two directions, [110] and [001] (partly). The 
sensitive surface of the crystal is free and does not touch the housing but in experiments, it is unavailable for any me-
chanical contact. Matching circuits provide 50 Ohm input impedance with the VSWR not worse than 1.1 at 27 MHz. 

and polishing of its sensitive surface. In the course of the project, two loss samples and two TIRUS samples 

were fabricated and studied that will further be identified as Uj1, Uj2 and Uj3, Uj4 respectively. 

The fabricated loss samples are presented in Fig. 2.3.1. They have essentially different designs: in the Uj1 

sample the transducers are bonded in the center of the (H×D) sides of the crystal. On the contrary, in the Uj2 

sample they are bonded close to the (L×D) side of the crystal, exactly in the same way as it is done in the 

TIRUS design (Fig. 2.2.1). It was done to study in experiments whether a close location of the emitting trans-

ducer in the loss sample affects the sample features, particularly if it does increase its insertion loss, and conse-

quently such a design can affect the TIRUS features as well. 

As seen in Fig. 2.3.1, both fabricated loss samples have minor damages, which were a result of extreme 

fragility of the crystals used. Nevertheless, the fabricated samples proved to be suitable for examination, espe-

cially in measurements of their insertion losses as two-port networks, in which case the damages did not affect 

the results. In optical experiments, they certainly did so because of their screening effect, however main features 

of visualized acoustic fields in the samples could be observed in these experiments too. 

An appearance of the fabricated TIRUS sample Uj4 is presented in Fig. 2.3.2 (a). In optical experiments, it 

was mounted in a specially designed housing providing illumination of the entire transparent (L×D) area of the 

crystal but screening side stray light. Figure 2.3.3 demonstrates the same crystal mounted into the “sensor hous-

ing” which was used in all experiments with the 

TIRUS as a two-port network. 

In addition to two TIRUS samples Uj3 and 

Uj4 fabricated in the current project, one more 

TIRUS sample fabricated in the previous project 

was used in experiments. It was identified as the 

Ug2 sample and differed from samples Uj3 and 

Uj4 in its design. Its side transducer was exactly 

the same but the top transducer was of 2.5 mm in 

size instead of 4 mm (see Fig. 2.2.1). In the course 

 Output 

Input Transducer 2 

Sensitive 
surface 

Matching 
circuit 

 
Fig. 2.3.3. The TIRUS sample Uj4 mounted into the “sensor 
housing”. The (L×H) face of the crystal is coated with pro-
tective lacquer. 
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of experiments, its sensitive surface was damaged but then the sample was refurbished and used again. This 

refurbished one had slightly different characteristics and was identified as the Ug2_2 sample. Therefore in the 

description of experimental results obtained in further sections all four TIRUS samples Uj3, Uj4, Ug2 and 

Ug2_2 are mentioned. 

2.4 Fabrication of Specimens with Subsurface Defects 

One of the tasks solved in the current research is verification of the TIRUS as a sensor capable of detecting 

subsurface flaws because in the previous research [1] its feasibility was proved only in experiments with speci-

mens having surface defects. A necessary means for such verification is a specimen with a subsurface flaw lo-

cated immediately under the surface at a depth of the order of the acoustic wavelength in a tested material. 

With the operating frequency of the TIRUS 

equal to 27 MHz and a minimum sound velocity ac-

ceptable to provide total internal reflection at the in-

terface (see section 2.4) of 2190 m/s, the distance to 

the flaw should be as short as 81 µm. It is very diffi-

cult to fabricate an artificial defect within this range 

in a flawless block of a material. The use of a material 

with a higher acoustic wave velocity slightly im-

proves the situation: in fused quartz, e.g., the shear 

wave velocity is ~3750 m/s that makes the wave-

length be equal to 139 µm. Therefore, fused quartz was chosen as a material for making specimens with artifi-

cial defects. 

Manufacturing a defect at a depth of 50-100 µm using conventional procedures [6] such as side-drilled or 

flat-bottomed holes is extremely difficult if not impossible because it has to be located and aligned with preci-

sion not worse than 10-20 microns with respect to the specimen surface. For this reason, a different technique 

was developed based on the use of an artificial layered structure with a defect located under a surface layere, 

which was a thin plate bonded to a solid block of fused quartz. The plate was also made of fused quartz so the 

entire “assembly” may be considered a specimen with a subsurface defect if it is located underneath the plate 

(Fig. 2.4.1) and the plate thickness is less than the wavelength in fused quartz. 

The idea behind the fabrication of a specimen is as follows. All horizontal surfaces of the assembly parts 

including a thick plate and a block of quartz can be made parallel and aligned perfectly at a first preparation 

stage. After bonding the plate to the block, the plate is ground to a given thickness and polished. Its thickness h 

determines a “depth of the defect” and is controlled easily in the grinding process as a difference between read-

ings A and B of an optimeter. 

In the course of the project, a few designs of defected specimens with a “void type” or discontinuity de-

fects were tried; none of them, however, proved to be usable as a defected specimen in experiments with the 

TIRUS. One of the designs tried is shown in Fig. 2.4.2. At an intermediate stage of the fabrication process, a 

thick plane parallel plate of fused quartz was bonded to a block of the same material with epoxy resin. A thick-

ness of an epoxy resin layer was determined by a thickness of Teflon strips under the plate that was 50 µm. Af-

 
h 

A plate of 
fused quartz 

А 
В 

A block of fused quartz 

Defects 

 
Fig. 2.4.1. Technique for manufacturing a specimen with 
an artificial subsurface defect. The plate thick h deter-
mines a depth of the defect. 
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 a b 
Fig. 2.4.3. Fabrication of a defected specimen with a “well-type” defect. a – the well-type holes are drilled in a block 
of fused quartz. b – the plate of the same material is bonded to it, then ground and polished down to the thickness of 
110 µm; the plate areas above the wells are deformed due to atmospheric pressure, one of them is damaged.  
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 a b 
Fig. 2.4.2. Fabrication of a defected specimen with an “air tunnel” type of a defect. a – the plate of fused quartz is 
bonded to a block of the same material with epoxy resin; its thickness is 50 µm and is determined by the thickness 
of Teflon strips. b – the plate is ground and polished down to the thickness of 90 µm and the strips are pulled out. 

ter grinding and polishing down the top plate the strips were pulled out from the epoxy layer making an “air 

tunnel” of 50 µm height in the epoxy layer that was supposed to be a defect. After processing, the thickness of 

the plate was 90 µm. Thus, the defected specimen of interest had been produced but further it did not pass a test 

with the TIRUS using an optical contact technique because a too large area (~3×12 mm) of the thin (90 µm) 

“ceiling” of the air tunnel was damaged in a testing procedure. 

Another design is presented in Fig. 2.4.3 (b). The plate is bonded to a block of quartz using the technology 

of vacuum diffusion welding therefore the thickness of the bonding layer is less than 1 µm. The well-type holes 

of 2 mm in diameter drilled in the block are completely isolated and buried under the plate forming actual vacu-

um voids. As a result, after grinding and polishing the plate down to the thickness of 110 µm the plate areas 

above the surfaces of the voids started to deform due to atmospheric pressure and one of them was even dam-

aged. This made the specimen unusable for further experiments. 

Because the attempts to fabricate the specimens with the void-type defects failed, specimens with a “for-

eign inclusion” type were fabricated [2]. They were made in the same way, with the plate of fused quartz bond-

ed to the top surface of its solid block. In this case, however, the intermediate bonding layer of cured epoxy res-
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in was by itself a subsurface defect of a foreign 

inclusion or inhomogeneity type. 

Figure 2.4.4 demonstrates a similar spec-

imen. In the fabrication process, a thick quartz 

plate was aligned on metal strips of 50 µm in 

thickness and the liquid epoxy resin was 

pressed out from under it. After curing the 

epoxy layer, the plate was ground to a neces-

sary thickness and polished. In the case pre-

sented in the figure it was 60 µm. (The picture 

in the figure was taken immediately after de-

mounting the specimen from the TIRUS sensi-

tive surface after carrying out experiments using the optical contact technique therefore the residues of protec-

tive lacquer are still seen on the surface of the bonded quartz plate). The fabricated specimens were used in the 

experiments meant to examine the TIRUS capability to detect subsurface defects, which in these cases were an 

epoxy layer between a thin plate and a block of fused quartz. 

 Residues of 
the lacquer 

Quartz 
plate 

Metal strip 

Epoxy 
layer Block of 

quartz 

 
Fig. 2.4.4. Specimen with a subsurface defect of a “foreign in-
clusion” type. A quartz plate of 60 µm in thickness is bonded to 
the block of quartz with epoxy resin. The epoxy layer thickness 
is 53 µm. 

 

Distribution A:  Approved for public release; distribution is unlimited.



 21 

3 Examination of Experimental Samples As Two-Port Networks: Continuous Wave Measure-

ments 

In the current project, an approach used to simplify experimental techniques in the study of the TIRUS as a 

sensor implies treating it as a two-port network whose transfer function T(f) is the sensor output; in which case 

relative measurements can be done instead of absolute ones that are much more difficult to do. The same holds 

for the loss samples described in section 2.3. Measurements of operational characteristics of fabricated experi-

mental samples were carried out in two different ways, using a continues wave (CW) or a time-gated (TG) tech-

nique. In the first, conventional measurement instruments were used enabling measurements to be made in an 

arbitrary frequency range. In the second, a specially developed device operating at 27 MHz was used. It is de-

scribed in detail in Appendix A. Details of the measurement techniques are described in the corresponding sec-

tions of the report. 

3.1 Examination of Loss Samples 

An essential step in experimental investigations of the “Loss samples” was measurement of their complex 

transfer function T(f) defined in section 2.1. Both its parts, magnitude and phase were measured. Results report-

ed here concern only to its magnitude part, the insertion loss )(log20)( fTfIL = . 

Measurement of the insertion loss in the continuous wave mode was carried out with a network analyzer. 

The measurement setup used in the experiments is shown in Fig. 3.1.1. The experiments were conducted as se-

ries of measurements made on two different days. Each series consisted of six measurements made in the fre-

quency band of 10 kHz around 27 MHz taken at different moments of time within one day. Measurement results 

of the first series for the loss sample Uj2 are presented in Fig. 3.1.2. 

An analysis of the results obtained shows that the insertion loss of Uj2 is obviously unstable in time. The 

characteristics IL(f) look as if they shift along the frequency scale in an arbitrary manner depending on time of 

measurement. Similar results were obtained in experiments with the sample Uj1. The observed instability is very 

similar to that observed in [1] in experiments with the TIRUS sample Ug2 (see section 2.3). 
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Fig. 3.1.1. Measurement setup used in the continu-
ous wave experiments. UUT stands for unit under 
test. (The picture is taken from [1]). 
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Fig. 3.1.2. Insertion loss of sample Uj2 measured at 
different times within one day. Time points t0-t5 are 
taken at 12:05, 12:31, 13:30, 14:07, 14:42 and 15:20. 
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At the same time, there is a significant difference between measured values of insertion losses of the 

TIRUS [1] and those of the loss samples. For the TIRUS sample, the averaged value of IL(f) measured in the 

50 kHz band lay within the range of 13.2-17.6 dB. For the measurement series of the loss sample Uj2 presented 

in Fig. 3.1.2, it is within the range of 6.4-9.1 dB. That is, there is a distinctive difference of the order of 6 dB. 

Thus, since in the loss samples the crystals have no tilted surfaces, one might infer that a high value of the inser-

tion loss of the TIRUS is probably connected with reflection of the ultrasonic beam from the inclined surface of 

the crystal. 

A comparative analysis of the results obtained for samples Uj1 and Uj2 can be done on the base of graphs 

displayed in Fig. 3.1.3. These graphs can also be used to compare CW and time-gated data presented in the cor-

responding sections. To make the difference more vivid, the series of measurements having maximum meas-

urement errors at frequency of 27 MHz were selected for the analysis. The averaged values of insertion losses 

proved to be -5.7±1.0 dB for sample Uj1 and -7.7±2.6 dB for sample Uj2, i.e., a distinctive difference between 

them was observed. As seen from Fig. 3.1.3, a 95% confidence interval (±2σ) is also significantly greater for 

sample Uj2 than that for Uj1. 

A possible reason for that may be the difference between the samples designs: transducers of sample Uj1 

are placed in the center of the crystal whereas those of sample Uj2 are shifted from the center towards one of the 

crystal side surface. That might probably lead to additional losses if the radiated sound field “touches” this sur-

face. Results of optical visualization of ultrasonic fields in the loss samples made in section 8.4.1 show that not 

only this “touch” but also imperfection of the crystal itself might well be the reason. 

3.2 Examination of TIRUS Samples 

3.2.1 Testing of Fabricated TIRUS Samples 

Measurements of the transfer function of two fabricated samples Uj3 and Uj4 were made with the same 

technique as in the previous section. Despite the fact that both samples had exactly the same design and were 

fabricated in the same manner, their transfer functions proved to be drastically different. 
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Fig. 3.1.3. Averaged CW insertion losses (thick lines) of samples Uj1 and Uj2; the ±2σ bands (thin lines) determine the 
95% confidence intervals. 
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An experimental TIRUS sample assembly consists of the TeO2 crystal with two bonded shear wave trans-

ducers placed into a metal housing. Matching circuits for the transducers are also mounted in the housing. In the 

conducted experiments two types of housings were used. The “optical housing”, (see Fig. 2.3.2 in section 2.3) 

was specially designed for screening stray light in optical visualization of ultrasonic beams in the crystal. An-

other one was designed to use in experiments with the TIRUS as a sensor. In it, a sensitive surface of the crystal 

was left open (Fig. 2.3.3 in section 2.3). In both cases, the TIRUS samples could be studied as two-port net-

works having two connectors, input and output. 

Frequency responses of the studied samples in the optical housings are presented in Fig. 3.2.1. The ob-

tained results proved to be absolutely unexpected because the insertion loss of the Uj3 sample was at least by 

20 dB greater than that of Uj4. To find a reason for such a difference, matching circuits were removed from both 

samples and insertion losses of the TIRUS bodies themselves were measured. Measurements were made with 

ultrasonic waves propagating in two opposite directions sequentially. In the first case, the ultrasonic wave was 

emitted into the [110] direction of the crystal by the side transducer; in the second case, it was emitted into the 

[001] direction by the top transducer, i.e., the sensor operated in a reverse manner. Naturally, the receiving 

transducers were altered respectively. 

The frequency responses measured are shown in Fig. 3.2.2. The notes [110]>[001] and [001]>[110] in the 

legend denote “direct operational mode” and the “reverse operational mode” respectively. As seen from the fig-

ure, in the direct mode the insertion loss of Uj3 (red line) is by approximately 10 dB greater than that of Uj4 

(blue line). It means that at least a half of the observed difference of 20 dB in the entire loss of Uj3 is caused 

exclusively by “events in the crystal itself”, which is completely inexplicable. A similar difference is observed 

between insertion losses measured in the reversed mode. In both cases, there is no visible reason for such a high 

loss value of Uj3 compared to Uj4, therefore answering the question why this phenomenon is observed requires 

further thorough investigations that should include fabrication of additional TIRUS samples. 

-50

-40

-30

-20

-10

0

26.995 26.998 27.000 27.003 27.005

In
se

rt
io

n 
lo

ss
, d

B

Frequency, MHz

Insertion loss averaged over the  series of 
measurements

Uj3 Averaged +2σ −2σ

Uj4 Averaged +2σ −2σ

 
 

Fig. 3.2.1. Insertion losses of the fabricated TIRUS 
samples mounted in the optical housings. An ultrason-
ic wave is radiated into the [110] direction. ±2σ (thin 
lines) determine 95% confidence intervals. 
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Fig. 3.2.2. Insertion losses of the fabricated TIRUS 
samples with matching circuits removed. The direc-
tion of the sound propagation from the emitting to 
the receiving transducer is denoted by symbol ‘>’. 
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A noticeable difference is also observed between insertion losses measured in the direct and opposite di-

rections for each of both samples examined, particularly in the low frequency range of the frequency responses. 

Which is not, though, very surprising taking into account the fact that the design of the fabricated samples is not 

symmetrical. What is surprising is that this difference manifests itself mainly in the low frequency part of the 

frequency response because the maximum frequency change does not exceed 0.15% within the entire frequency 

range of measurement, i.e., it is too small to cause such a noticeable change in the response. 

Because of such a great value (~40 dB) of the insertion loss of Uj3 there was no sense to use it as a sensor 

and it was excluded from further studies as a two-port network. However, it was investigated using optical tech-

niques. Results of these investigations are presented in sections 8.4.3 and 8.4.4. 

3.2.2 Examination of the Uj4 Sample 

The measured value of the insertion loss IL of the TIRUS expressed in decibels is a sum of a few different 

types of losses resulted from different physical phenomena. Some of them are connected with propagation and 

reflection of ultrasonic waves in the crystal, others with electro-acoustic transduction. Estimates of values of the 

different types were made in [1] but neither propagation losses nor transduction losses TL were measured. It is 

connected with significant experimental difficulties in differentiating between them when a ready TIRUS sam-

ple is studied. There is also no way to reduce the transduction losses TL when transducers are already bonded to 

the crystal except match them to external electronics. 

If the transducers are bonded to the crystal with small acoustic attenuation, which is the case of the fabri-

cated TIRUS samples, results of matching can be rather unexpected because of acoustic resonances of the crys-

tal. Figure 3.2.3 shows a Voltage Standing Wave Ratio (VSWR) of the emitting (red line) and the receiving 

(black line) transducers measured in the bandwidth of 8 MHz with frequency resolution of 20 kHz. Measure-

ments were made at the TIRUS terminals after completion of an initial matching procedure. 

As seen from Fig. 3.2.3, VSWR of the TIRUS input (transducer 1) in the vicinity of the operating frequen-

cy 27 MHz is about 2 that corresponds to the reflection loss RL=0.5 dB. Here RL=-10∙log(1-|Γ|2) [7, p. 465] is a 

part of transduction losses TL and Γ is an electrical 

reflection coefficient. At the same time, the TIRUS 

output (transducer 2) demonstrates much greater range 

of the VSWR values change near 27 MHz. It supposes 

that the VSWR measured with much greater resolution 

might well be unpredictably large. 

As a matter of fact, it happened to be so. Results 

of measurements taken in the 40 kHz bandwidth (reso-

lution of 100 Hz) are presented in Fig. 3.2.4. Measured 

on two different days, the VSWR at 27 MHz gave two 

different values of 4.2 and 1.7 and, as seen from the 

VSWR value in the vicinity of 26.99 MHz, might have 

occurred to be much greater than 6. This shows how a 

change in the resonance frequency of the crystal can 
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Fig. 3.2.3. VSWR of the TIRUS input and output 
measured in the bandwidth of 8 MHz. (Transducers 
1 and 2 respectively). 
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mismatch the TIRUS output in time. 

To check how this phenomenon affects TIRUS characteristics, the reflection coefficient of the Uj4 output 

was measured through 400 min within one day with 5 min intervals between taken measurements. The reflection 

loss RL calculated from the measured reflection coefficient Γ is presented in Fig. 3.2.5. As seen from the figure, 

the maximum measured value does not exceed 0.7 dB. This is too small a value to really affect results of meas-

urements of total insertion losses, which are of the order of 15 dB. Thus, the effect of electrical mismatch of the 

transducer due to resonances of the crystal cannot be a reason for observed instability of the TIRUS frequency 

responses and an actual reason is connected only with phenomena of propagation and reflection of ultrasonic 

beams in the TIRUS body but not with a change in values of transduction losses TL. 

Experiments with the Uj4 sample included not only measurements of its characteristics but also collection 

of raw data meant for the use in the development of a technique for extraction of reference data from an unstable 

TIRUS output. For this purpose, a special raw data set of frequency responses IL(f) was formed. A frequency 

range chosen for measurements had to be large enough to contain “key features” of the analyzed TIRUS output, 

e.g. the waves on the frequency response, to be extracted with the technique developed. Two frequency ranges 

in the vicinity of the operating frequency of 27 MHz were tried. As seen in Figs. 3.2.1 and 3.2.2, frequency re-

sponses measured in the bandwidth of 10 and 50 kHz differ essentially: in the 50 kHz bandwidth the “waves” on 

the responses cased by acoustic resonances of the crystal are well noticeable whereas in the 10 kHz bandwidth 

they are smooth. Therefore, the latter is unsuitable as an input for a sinusoidal model developed in section 10 for 

post processing of experimentally obtained data. For this reason, the 50 kHz range was chosen as a suitable one. 

An averaged characteristic of a typical raw data set is illustrated in Fig. 3.2.6. The set consists of 120 fre-

quency responses taken across an hour period of time with intervals of 30 seconds. From the entire data set, six 

single measured frequency responses taken over 10 min intervals were selected and averaged to represent the 

acquired data in the diagram. A 95% (±2σ) confidence interval was calculated using these six selected respons-

es. The data presented in Fig. 3.2.6 were taken in the CW experiments with the Uj4 sample placed into the opti-
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Fig. 3.2.4. VSWR of the TIRUS output measured in 
the bandwidth of 40 kHz. Measurements are taken 
on two different days. 
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Fig. 3.2.5. Change of the reflection loss RL of the 
TIRUS output in time. Sample Uj4, operating fre-
quency 27 MHz. 
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cal housing (see Fig. 2.3.2 in section 2.3). Similar raw data presented in Fig. 3.2.7 but obtained across a ten 

hours period were acquired with the Uj4 sample placed into the sensor housing. One can see that both character-

istics look similar, however the ±2σ interval is noticeably wider in the case of the ten hours measurement peri-

od. 

3.3 Conclusions 

Main conclusions that can be inferred from data acquired in this section are that: 

− the high value of the insertion loss of the TIRUS is connected first of all with its specific design, namely 

with the polygonal path of propagation of an ultrasonic beam in its body; 

− propagation of the ultrasonic beam near a boundary of the crystal contributes additional losses to the total 

insertion loss of the TIRUS; 

− more experimental samples of the TIRUS should be fabricated and investigated to find an unequivocal rea-

son for the high value of the TIRUS insertion loss; 
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Fig. 3.2.6. Frequency responses of the TIRUS sam-
ple averaged over a one-hour period. Sample Uj4 is 
placed in the optical housing. ±2σ (thin lines) de-
termine a 95% confidence interval. 
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Fig. 3.2.7. Frequency responses of the TIRUS sam-
ple averaged over a ten-hours period. Sample Uj4 is 
placed in the sensor housing. ±2σ (thin lines) de-
termine a 95% confidence interval. 
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4 Examination of Experimental Samples As Two-Port Networks: Time-Gated Measurements 

In the previous project [1], conventional measurement instruments such as an oscilloscope and signal gen-

erators were used to measure the time-gated transmission coefficient TTG defined in section 3.1, equation (3.1.3). 

However, data obtained did not contain any information on the phase shift of the carrier of the output RF pulse 

with respect to the phase of the input. Since in the TIRUS a phase shift of the reflected wave received by the 

output transducer can carry information on a change in the boundary conditions on its sensitive surface, it is 

worth measuring this shift. Time gated measurements enable also to mitigate an effect of instability of the 

TIRUS transfer functions T(f) that should be referred to an influence of temperature that affects a resonance 

frequency of the TeO2 crystal. In the current project, time gated measurements were carried out using a specially 

developed phase meter that is described in detail in Appendix A. All measurements were done with the carrier 

frequency of 27 MHz. 

4.1 Examination of Loss Samples 

In time gated measurements, a RF pulse from the driving part of the meter was applied to the input of a 

tested loss or TIRUS sample and in a calibration procedure its amplitude Uin was established to be 0 dB, which 

provided values of the sample output ILTG to be measured in dB too. 

In the experiments described here, duration of the driving pulse was 5-10 µs that was much less than the 

propagation time of the slow shear wave in the crystal equal approximately to 37 µs. To reduce influence of 

transient effects on the measured values, the time point for sampling the phase difference φTG was chosen by  

3-4 µs later than starting points of the output pulses. Since the frequency of the carrier was 27 MHz, that provid-

ed ~80 periods of the carrier to come to normal before sampling. Measurements were also done for triple-transit 

signals [8] that passed the whole length of the crystal three times. 

The procedure for the time-gated measurements is closely connected with specific features of the phase 

meter developed and reliability of data obtained is determined by its schematic and accuracy of a pre-

measurement calibration procedure. Therefore, some measurements made with the phase meter then were re-

peated with an oscilloscope as a recording device of the measurement system. 

Measurements of ILTG and φTG were carried out for both loss samples fabricated, Uj1 and Uj2. Taking into 

account that the phase characteristic of the phase meter was linear only within the range of 30-150°, for sample 

Uj2 the measured values were chosen from the 300 s periods in which they lay on the linear part of the calibra-

tion graph. Duration of the whole measurement series from which these periods were extracted was ~1 hour. For 

sample Uj1, practically all values taken within a 1-hour period lay within the linear interval therefore a complete 

set of taken values is presented. In all experiments parameters of both single-transit and triple-transit pulses 

were measured. 

Measurement results are presented in Fig. 4.1.1. The values of the insertion loss measured at 27 MHz and 

computed from the data acquired were -7.7 dB ± 0.1 dB for the sample Uj1 and -7.2 dB ± 0.1 dB for the sample 

Uj2, which are very close to the result obtained in CW measurements for sample Uj2 (-7.7±2.6 dB) but differ 

significantly from that for sample Uj1 (-5.7±1.0 dB). This difference is inexplicable and more experimental 

samples and measurement data are needed to come to a satisfactory explanation. 

Distribution A:  Approved for public release; distribution is unlimited.



 28 

Data of phase measurements for sample Uj1 occurred to be considerably different from those for Uj2. For 

Uj2, a temporal, probably temperature, instability of the phase shift of the triple-transit pulse was an order of 

magnitude greater than that of the single-transit pulse (Fig. 4.1.1 d). If it was not for the data obtained for Uj1, it 

could have been explained by influence of a spurious CW signal having a level of -40 dB with respect to the 

input on the weak triple-transit signal. However, for Uj1 the result was opposite (Fig. 4.1.1 b): instability of the 

single-transit pulse was an order of magnitude greater than that of the triple-transit pulse. 

Some measurements made with the phase meter were repeated with an oscilloscope used as a testing de-

vice. A block-diagram of the measurement setup with the oscilloscope Tektronix TDS2022 is presented in 

Fig. 4.1.2. The driving part of the phase meter provides a RF pulse signal (27 MHz, 5 µs) that is divided into 

two channels, the measurement one and the reference one. The loss sample input Uin equal to the signal in the 

reference channel Uref and its output Uout in the measurement channel is measured with the oscilloscope. The 
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Fig. 4.1.1. Results of time-gated measurements carried out with the phase meter developed. 
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oscilloscope inputs are connected to the channels through the BNC “T” connectors shunted with the 50 Ohm 

terminators that provides accurate division of the input signal by a broadband (0÷12.4 GHz) 50 Ohm signal di-

vider. In this case, the measured insertion loss is calculated simply as  

 ILTG=20 logUout/Uref . (4.1.1) 

Conducted measurements resulted in the measured value ILTG=-7.9 dB, which is in a good agreement with 

the results obtained with the phase meter alone. 

4.2 Examination of the TIRUS Samples 

Time-gated measurements of insertion loss ILTG of the TIRUS samples were carried out using the phase 

meter developed and thoroughly studied in Appendix A therefore neither the instrument itself nor a measure-

ment technique are described here. Only results obtained with the sample Uj4 are presented because the inser-

tion loss value of the sample Uj3 occurred to be unreasonably high and were omitted. All measurements were 

made after warming up the instrument for about ten minutes and performing a calibration procedure that result-

ed in precision of the overall results obtained not worse than 1 dB for amplitudes of measured pulse signals 

greater than dB30− with respect to a probing RF pulse and fell down to 3 dB for amplitudes -40 dB. 

Signal 
divider 

Pulse RF generator 

(Part of the Phasemeter) 

27 MHz, 5 µs 

Attenuator 
6 dB 

Fig. 4.1.2. A setup for time-gated measurements with the phase meter and an oscilloscope. 
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Fig. 4.2.1. Waveform at the RSSI output of the time-gated phase meter. The TIRUS 
sample Uj4 is studied. Two pulse trains, the first (1st) and the second (2nd) ones are 
observed. Pulses of the first train are numbered 1 to 4, of the second – A to C.  
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A typical waveform at the RSSI output of the phase meter recorded with a digital oscilloscope is presented 

in Fig. 4.2.1. As seen in the figure, it has a rather complicated character and, omitting a noise component, can be 

treated as two different pulse trains marked as the first and the second ones. The first train is produced by ultra-

sonic pulses passing through the TIRUS crystal in an ordinary way, which can be concluded from studying the 

time delay between sequential pulses in the train marked with numbers 1 to 4. They travel from the transmitting 

to the receiving transducer, reflect from the latter and repeat the entire back and forth path again that results in 

the 74 µs delay time between them. The delay of the first pulse with respect to a probing RF pulse whose posi-

tion corresponds to the beginning of the time scale is 37 µs because it travels only in one direction. 

Behavior of the pulse sequence of the second train cannot be explained in such a simple way. As will be 

shown in section 8.4.2, the presence of these pulses is a consequence of the mismatched sizes of the transmitting 

and receiving transducers that results in generating pulses travelling forth and back along the [001] axis between 

top and bottom surfaces of the crystal. Actually, the time delay between them (i.e., between pulses A and B) is 

equal to ~12 µs that corresponds to a passing time of a shear wave through a path of 24 mm length that is equal 

to the double height of the crystal.  

The key feature of the time-gated technique is its independence on acoustic resonances of the crystal. It 

makes results of measurements repeatable enabling the tests and related measurements at different times to be 

made. Above that, selecting different pulses from the basic pulse train and comparing their magnitudes one can 

come to certain conclusions about physical mechanisms contributing to the insertion loss of the TIRUS. Figure 

4.2.2 presents measurement results of three first pulses depending on time. A single transit loss value measured 

is 14.7 ± 0.2 dB for the first pulse, 23.4 ± 0.4 dB for the second and 25.4 ± 0.5 dB for the third pulses respec-

tively. Comparison between these results leads to the 

conclusion that the sound attenuation is not the main 

reason for the observed total losses. Most probably, 

those can be caused by diffraction phenomena and 

mismatched positions of the transmitting and receiv-

ing transducers. From the measurements made how-

ever, nothing certain can be concluded about a char-

acter of possible losses connected with reflection of 

the probing pulse from the inclined face of the crys-

tal except the evident fact that this reflection adds 

almost a half into the total value of measured losses 

of the TIRUS: actually, the insertion losses of loss 

samples having no inclined faces are ~8 dB whereas 

those of the TIRUS are ~15 dB. 
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Fig. 4.2.2. Relative values of insertion losses for the 1st, 
2nd and 3rd pulses of the basic pulse train. 
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5 Detection of a Subsurface “Flaw” with the TIRUS 

The feasibility of the TIRUS has been proved in [1] in experiments with specimens having surface flaws, 

which were scratches on the surface of the specimens. In this section, the experimental data are presented on the 

TIRUS response to an artificial subsurface “defect” located at the depth of ~90 µm under the surface of a tested 

specimen. Experimental validation of the TIRUS capability to sense subsurface defects was performed by direct 

comparison of the sensor responses while being in contact with either a flawless or a defected specimen [2]. In 

this particular case, the specimen under test made of fused quartz was similar to that described in section 2.4.4, 

Fig 2.4.4. 

The only strict requirement imposed on the design of the defected specimens tested in the current research 

is that the flaw should be located beneath the surface at the depth of about λ or less, where λ is the wavelength 

of the shear ultrasonic wave in fused quartz equal to 139 µm at 27 MHz. It does not matter for the testing pur-

pose what kind of a “flaw” it is, a real subsurface discontinuity or inhomogeneity in a specimen of a homogene-

ous solid, or a simple foreign inclusion with acoustic properties different from those of the basic material. What 

does matter is its “right position” with respect to the surface of a tested specimen otherwise it will not affect the 

evanescent field under the incident ultrasonic beam footprint. 

As mentioned in section 2.4.4, the technology on hand did not allow to make a defected specimen with a 

real discontinuity at such a depth therefore it was made as a combination of two pieces of fused quartz, a block 

and a thin plate, and a foreign inclusion between them. The plate was bonded to the block with epoxy resin that, 

in fact, has become “an artificial defect” in the experiments conducted. 

After fabrication of the defected specimen, the ultimate thickness of the plate was ~90 µm that determined 

a depth at which the epoxy layer is located with respect to the surface of the specimen. The velocity of the shear 

wave in fused quartz is 3750 m/s that is far greater than vmin=2190 m/s therefore the condition of total internal 

reflection is satisfied (see section 2.1). At the same time, the shear wave velocity in epoxy resin lies within the 

range of 1200÷1500 m/s that makes it be “a true defect of a foreign inclusion type” to be detected with the 

TIRUS. 

In the experiments, the TIRUS sample Ug2 fabricated in [1] was used; the contact surfaces of both tested, 

the flawless and defected specimens, were polished and the specimens were placed in contact with the sensitive 

face of the sensor using a commonly used technique of optical contact. 

A schematic of the sensor being in contact with the defected specimen is presented in Fig. 5.1 (a). The 

tested surface is a surface of the thin plate of fused quartz that is isolated from the block of the same material by 

the epoxy layer. The thickness of the epoxy layer, the “defect”, is about 28 µm that, in a way, determines the 

thickness of the defect. That is, in this experiment a situation is emulated in which a very thin layer of a foreign 

material is embedded under the surface of a solid tested material. 

Contacting surfaces of the sensor and a tested specimen were put together and a frequency response of the 

sensor being “in assembly” with the tested specimen was measured. The appearance of a produced “assembly” 

is presented in Fig. 5.1 (b). After fabrication of the specimen the thin quartz plate on its top surface had minor 

micro-cracks over a part of its area therefore the sensor was shifted to the part free of cracks. A zone of optical 

contact is located right under the footprint of the incident ultrasonic beam whose position is determined right 
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opposite the input transducer. While testing a flawless specimen, which was a block of fused quartz with a mir-

ror-polished surface, the position of the sensor was chosen arbitrarily. 

The insertion loss of the TIRUS was measured using a procedure described in Section 3.1. With a number 

of samples taken with the network analyzer equal to 401, a narrow 10 kHz frequency range chosen for meas-

urement of the TIRUS response provided a good resolution equal to 25 Hz. At the same time, it was wide 

enough to observe acoustic resonances of the TeO2 crystal that manifested itself as a wave on the frequency re-

sponse (Fig. 5.2). As will be seen in section 6, an unstable position of this wave on the frequency scale observed 

in the experiments is connected with temperature instability of the acoustic resonator caused mainly by a large 

temperature coefficient of the slow shear wave velocity. 

It is worth noting that the wave observed on the sensor response is particularly noticeable in the left dia-
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 a b  

Fig. 5.1. Testing a defected specimen with the TIRUS. a – Schematic representation of the sensor in contact with a 
defected specimen (not to scale). A subsurface defect is created by a thin layer of epoxy located between two pieces 
of fused quartz. b – A picture of an experimental assembly. The sensor is placed in contact with the specimen surface 
using a technique of optical contact. 
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Fig. 5.2 Frequency response of the sensor to a flawless and a defected specimen. The response to the defected 
specimen is more even and manifests the insertion loss by a few decibels greater than that of the flawless one. 
±2σ lines determine a 95% confidence interval, σ stands for standard deviation. 

Distribution A:  Approved for public release; distribution is unlimited.



 33 

gram depicting a response to the flawless specimen. At the same time, it is smoothed significantly in the right 

diagram representing a response to the defected one. It means that in the latter case an acoustic resonator formed 

by the TeO2 crystal is damped by the specimen because the subsurface defect frustrates total internal reflection 

of the ultrasonic wave and a part of its energy emits from the crystal. It also leads to increase in an entire value 

of insertion loss of the sensor that is distinctively noticeable in comparison between the two diagrams: for the 

defected specimen it is by a few decibels greater than for the flawless one. Taking into account a small, ~28 µm, 

thickness of the defect one can infer that a potential sensitivity of the sensor might be expected high. Thus, the 

experimental results obtained show that the examined sensor responds unambiguously to a subsurface defect 

located within the evanescent field domain. 
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6 Testing the TIRUS Operational Capabilities in the Temperature Controllable Environment 

Temperature instability of the TIRUS connected mainly with strong dependence of the slow shear wave 

velocity on temperature [1] results in an uncontrollable change in the resonant frequency of an acoustic resona-

tor, which is the sensor body made of the TeO2 crystal. This leads to significant variations in values of the sen-

sor transfer function measured at different times. The TIRUS responds to the presence of a subsurface defect by 

a change in either its insertion loss or phase, or both. The temperature instability of the transfer function can 

mask a response from the tested specimen and make detection of a defect impossible. 

Temperature controllable experiments produce data clear of temperature influence and thus easier to inter-

pret. They were made using the TestEquity® temperature chamber TEC1. It is capable of maintaining a constant 

temperature within its workspace with precision of ±0.1°C and the temperature uniformity across it not worse 

than ±1°C. The temperature in the described experiments was chosen to be 20±0.1°C. In this section, all exper-

iments regarding testing flawless or defective specimens were conducted using an optical contact technique that 

provides intimate contact between surfaces of the sensor and a tested object. 

Experiments in temperature controllable environment were conducted using two measurement techniques, 

the continuous wave and time-gated ones, described in sections 3 and 4. In the continues wave measurements 

were made in the frequency band of 40 kHz with the central frequency of 27 MHz; only the insertion loss of the 

sensor was measured. In the time-gated measurements both the insertion loss and phase of the transfer function 

were measured at the frequency 27 MHz. 

6.1 The TIRUS Samples Examined and Specimens Tested 

The TIRUS samples studied in temperature controllable experiments were Uj4, Ug2 and Ug2_2. The sam-

ple Uj4 is the one investigated in the previous sections. As to the Ug2 and Ug2_2 samples, more information on 

their design is presented in section 2.3. The sample Ug2_2 is a new one fabricated in the course of the current 

project from the sample Ug2 that was damaged in the experiments with a defective specimen identified in the 

current report as specimen D1. It was a specimen of the same type as used in [2]: an artificial flaw was an epoxy 

layer of about 50 µm in thickness that bonded a thin (~60 µm) plate of fused quartz to a block of it. The top sur-

face of the plate was polished thoroughly and optically flat 

that enabled to provide an optical contact with a sensitive 

surface of the sensor. 

The assembly of the sample Ug2 with the defective 

specimen D1 is shown in Fig. 6.1.1. The damages under the 

sensitive surface of the sensor were discovered in the end of 

measurements of the TIRUS output IL(f) therefore the re-

sults of experiments with it cannot be accepted as conclu-

sive. Nevertheless, they can illustrate a common tendency of 

increase in an insertion loss of the sensor when total internal 

reflection of the ultrasonic wave is frustrated for whatever 

reason. The sample Ug2_2 was fabricated by means of 

 

Block of 
quartz 

Thin plate 
of quartz 

Damages in the 
sensor body 

TeO2 crystal 

 
 

Fig. 6.1.1. The TIRUS sample Ug2 bonded to a 
defective specimen using an optical contact 
technique. One can see damages under the 
sensitive surface of the sensor. 
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grinding the damaged layer of the Ug2 crystal and consequent polishing of the crystal sensitive surface. 

6.2 Continuous Wave Technique 

The measurement procedure for continuous wave studies is described in section 3.1 therefore only the ob-

tained results are presented here. In the experiments, both insertion losses and phases of transfer functions were 

measured in the frequency range of 50 kHz. This range was wide enough to observe a few acoustic resonances 

of the TIRUS crystal. At the same time, the frequency resolution of 125 Hz achieved with 400 frequency sam-

ples taken in a single individual measurement was good enough to observe tiny changes in the frequency charac-

teristics of the insertion loss IL(f) treated as a sensor output. 

All measurements in this section were made using the temperature chamber except the one, results of 

which are presented in Fig. 6.2.4 on the next page. Prior to a measurement, a unit under test was kept in the 

chamber for 30 minutes, after which time it had a steady-state temperature of 20°C, and at this point measure-

ments were taken. In such a way, all temperature influences on the results of experiments were excluded and 

results obtained on different days could be compared and interpreted properly. As a result, some facts were es-

tablished having a direct relation not to the TIRUS samples or to the specimens properties but rather to the na-

ture of an optical contact itself.  

This is illustrated in Figs. 6.2.1 and 6.2.2: maximum suppression of acoustic resonances of the TIRUS 

crystal is observed immediately after setting a tested specimen on an optical contact (red line); the same is with 

the measured insertion loss that is greater by a few dB. It says that the quality of the optical contact is the best at 

the beginning, which leads to the greater amount of the ultrasonic beam energy being penetrated through the 

interface because of frustrated total internal reflection. Then its quality declines going to a steady state in the 

following days. The similar effects were observed in experiments with samples Uj4 and Ug2_2. The most im-

pressive results were obtained in the case of the Uj4 sample (Fig. 6.2.2). Bearing in mind these effects, further, 

whenever it is possible, results will be presented of the earliest measurement series taken immediately after set-
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Fig. 6.2.1. Change in characteristics of the assembly 
Ug2+D1 in time. The greatest suppression of acoustic 
resonances of the TIRUS crystal is observed at the 
first measurement taken immediately after making the 
assembly on Jan 29, 2014.  
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Fig. 6.2.2. Change in characteristics of the assembly 
Uj4+D1 in time. The greatest suppression of acoustic 
resonances of the TIRUS crystal is observed at the 
first measurement taken immediately after setting D1 
on an optical contact.  
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ting a tested specimen on an optical contact. 

An important advantage of making measurements using the temperature chamber is that there is no neces-

sity in applying a complicated post-processing procedure for data obtained because dispersion of the acquired 

data proves to be very small (see Fig. 6.2.3). An example of the sample Uj4 shows that the value of the ±2σ 

interval, where σ is standard deviation, is equal only to 0.93 dB even at the frequency of 27 MHz where the 

slope of the characteristic IL(f) is very steep. In the vast majority of cases, it is as small as dB1.005.0 − . On the 

contrary, dispersion of data obtained in the temperature uncontrollable experiments is greater by orders of mag-

nitude (see Fig. 6.2.4). 

Sensitive properties of the TIRUS can be estimated by comparison of insertion losses measured in the case 

of no tested specimens attached to the sensor crystal with the cases when either flawless or defective specimens 

are attached to it. Because dispersion of the data obtained in all experiments with the temperature chamber is 

small, hereafter no confidence intervals but only the means of the series of measurement will be presented in the 

diagrams illustrating effects caused by the tested specimens. 

The procedures for getting data on TIRUS capabilities to sense an artificial defect under the surface of the 

tested specimen were the same for all three sensors studied. At the beginning, a series of insertion loss meas-

urements of the sensor itself was made. As a rule, it was a short series with 6 records of frequency characteris-

tics IL(f) taken within a 10 min interval. Then the same series of measurements were made with either the defec-

tive or flawless specimens attached to the sensitive surface of the sensor using an optical contact technology. 

The flawless specimen was a block of fused quartz of the same shape and size as the defective specimen D1 but 

with no thin plate and epoxy layer on its polished surface. 

The expected result while testing the defective specimen was an increase in a measured value of the inser-

tion loss (its absolute value) and suppression of acoustic resonances of the crystal. These effects were expected 

because they should be a manifestation of frustrated total internal reflection of an ultrasonic wave incident at the 

interface. On the contrary, there should not be any such effects in the experiments with flawless specimens. In 
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Fig. 6.2.3. Insertion losses of the sample Uj4 meas-
ured at 20± 0.1°C. Thin blue lines determine a 95% 
confidence interval,  ±2σ@27 MHz=0.93 dB.  
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Fig. 6.2.4. Insertion losses of the sample Ug2_2 
measured in a temperature uncontrollable environ-
ment. Thin blue lines determine a 95% confidence 
interval,   ±2σ@27 MHz=2.35 dB. 
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this case, total internal reflection is not frustrated and hence the TIRUS output should not differ from the output 

of the sensor with a free sensitive surface. As seen from Figs 6.2.5-6.2.7 presenting results of testing using three 

TIRUS samples, it was not always so. 

For the sensors Uj4 and Ug2_2, the presented results were obtained while testing both the flawless (FL) 

and the defective (D1) specimens. For the sensor Ug2, however, the results were obtained while testing only the 

defective specimen. This is connected with the fact that sensor Ug2 was damaged in experiments with the defec-

tive specimen D1 and no experiments with the flawless one have been carried out. 

Analysis of the sensors outputs IL(f) presented in the figures shows that the presence of a subsurface defect 

in a tested specimen results in an evident increase in the value of the insertion losses in all cases (blue lines), 

independently on the shape of the output frequency characteristic. Acoustic resonances are also suppressed. That 

is, all three sensors respond to the presence of a defect unambiguously in complete accordance with the ex-

pected reaction. 

In the case of testing flawless specimens, the situation looks different. As to the Uj4 sensor (Fig. 6.2.5), the 

results obtained are very close to the expected ones. The measured characteristics (red and black lines) almost 

coincide except tiny differences in their shape and a small shift on the frequency scale. The latter can result from 

some temperature non-uniformity in the temperature chamber, which according to its specification can reach up 

to ±1°C. 

It is much more difficult to explain clear, although tiny, differences between the shapes of characteristics in 

zones marked with yellow ellipses: the sensor output looks smoother when the flawless specimen is attached to 

its sensitive surface than with no specimen. Moreover, in this case, it looks having a bit less, although insignifi-

cantly, value of the insertion loss. Similar effects are also observed for the Ug2_2 sensor (Fig. 6.2.7) but in this 

case, the decrease in the insertion loss is much more evident. For the time being, there is no explanation for the-

se effects but one can assume that they are connected with possible transformations of acoustic modes at the 

boundaries of the crystal, which can be partly suppressed by an attached flawless specimen. A change in the 
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Fig. 6.2.5. Change in the Uj4 output caused by a test-
ed specimen, flawless (FL) or defective (D1). Yellow 
ovals show zones of tiny differences between shapes 
of red and black lines. 
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Fig. 6.2.6. Change in the Ug2 output caused by a 
tested defective specimen D1. 
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stress state of the sensitive surface of the crystal caused by the attached specimen cannot also be excluded from 

consideration, though. One also need to remember that samples Uj4 and Ug2_2 have different geometry (sizes) 

of the transducers on the top face of the crystal and the crystal of the latter is shorter by a few millimeters be-

cause of being refurbished. This changes the acoustic field distribution on the reflecting surface of the crystal. 

Anyway, the observed effect requires special investigations. 

Another effect revealed in experiments with the temperature chamber is a small but evident difference be-

tween the TIRUS frequency characteristics measured in the cases of propagation of an ultrasonic wave in the 

opposite directions (Fig. 6.2.8). In these experiments, an examined sensor was not even taken off from the 

chamber; the connecting cables were simply interchanged between the source and the receiving parts of the 

measurement instrument that ensures the results obtained to be very reliable. The “forward direction” in 

Fig. 6.2.8 means that an ultrasonic wave is radiated by the side transducer into the [110] direction and is re-

ceived by the top transducer on the (001) face of the crystal. The “backward direction” means that the emitting 

and receiving transducers are reversed. In this case, the observed difference is apparently connected with differ-

ent “wave distances” (distances expressed in wavelengths) between a transmitting transducer and a reflecting 

inclined face of the crystal. Because the propagation distances in the crystal do not exceed a size of the Fresnel 

zone, it does matter. 

Thus, the continues wave technique being used in the temperature controllable environment proved to be a 

sensitive instrument capable of revealing tiny changes in the TIRUS characteristics caused by specific features 

of wave processes in the sensor body. 

6.3 Time Gated Technique 

Time-gated measurements of insertion losses ILTG were carried out with the phase meter specially devel-

oped for this purpose. Previous experience (see Appendix A and section 4) of operation with the phase meter 

had shown that the length of the pulse trains in the TIRUS crystals had been greater than 255 µs, the value ini-

tially chosen as an unalterable parameter of the phase meter. Therefore, the device was improved for it to be 

1023 µs. Trial measurements showed that during this time the amplitude of pulses decreased down to the back-
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Fig. 6.2.7. Change in the Ug2_2 output caused by a 
tested specimen, flawless (FL) or defective (D1). 
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Fig. 6.2.8. Insertion losses of the TIRUS sample 
Ug2_2 measured in the opposite directions. 
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ground noise of the measurement system (-60 dB). A schematic of the phase meter was also modified that ena-

bled temperature stability of the amplitude measurement channel to be improved up to 0.1 dB. 

As far as in time gated measurements acoustic resonances of the crystal are avoided, experiments in a tem-

perature controllable environment were carried out as a part of the whole set of time gated studies of TIRUS 

responses to flawless and defective specimens. Tested specimens were set on the sensitive surface of the sensors 

using an optical contact technology. All measurements were carried out at the frequency of 27 MHz. 

Measurements of amplitudes and phases of basic (i.e., first delayed) pulses were made within ten-minute 

periods of time. Measured basic and subsequent pulses were also observed and analyzed with the oscilloscope 

Tektronix TDS2022 whose input was connected to the RSSI output of the phase meter proportional to the loga-

rithm of the output pulse amplitude. A measured value of a spurious continuous wave signal in the intervals 

between pulses was -50 dB with respect to the first pulse amplitude. Assessment of errors caused by this spuri-

ous signal gave a measure of measurement inaccuracy not worse than 0.2 dB when amplitudes of small meas-

ured pulses were greater than -27 dB. 

The basic group of experiments including testing both flawless and defective specimens was carried out 

with TIRUS samples Uj4 and Ug2_2. The sample Ug2 was damaged while testing a defective specimen there-

fore in its case no results of experiments with a flawless specimen were obtained. A few series of measurements 

included initial measurements of the TIRUS itself and successive measurements of its output while testing either 

flawless or defective specimens. In all cases, the measurements were done with the sensor operating in both the 

forward and the backward directions. (What does it mean is explained in the previous section. Data obtained in 

experiments with the sensors themselves were further used as the reference ones. 

Table 6.3.1. Results of testing flawless and defective specimens. 

TIRUS 
sample 

Direction of 
signal prop-

agation 

Insertion loss with 
no specimen, dB 

Insertion loss with a 
flawless specimen, dB 

Insertion loss with a 
defective specimen, dB 

Insertion loss added 
by a defect, dB 

Uj4 1) 

forward 
13.8 13.8 22.9 9.1 

Ug2_2 2) 14.1 11.2 19.0 7.8 
Uj4 1) 

backward 16.3 16.6 25.6 9.0 
Ug2_2 2) 14.3 11.4 19.1 7.7 

1) Temperature uncontrollable environment; 2) t°=20±0.1°C.  
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Fig. 6.3.1. Time-gated outputs of sample Uj4 while testing 
flawless (FL) and defective (D1) specimens. Temperature 
uncontrollable environment. 

-22.0

-20.0

-18.0

-16.0

-14.0

-12.0

-10.0

TIRUS itself FL-specimen D1-specimen

In
se

rt
io

n 
lo

ss
, d

B

TIRUS Ug2_2 

Forward direction Backward direction

 
Fig. 6.3.2. Time-gated outputs of sample Ug2_2 while 
testing flawless (FL) and defective (D1) specimens. Tem-
perature controllable environment, t°=20±0.1°C. 
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Results of experiments with samples Uj4 and 

Ug2_2 are collected in Table 6.3.1 and illustrated 

in Figs. 6.3.1-6.3.3. Analysis of the presented data 

shows that responses from the investigated samples 

to the presence of a subsurface defect are similar: 

insertion losses increase evidently and significant-

ly, what says unambiguously about frustration of 

total internal reflection of the probing ultrasonic 

wave. Thus, these results completely coincide with 

the expected ones. 

On the contrary, results obtained while testing 

flawless specimens are contradictory. Experiments with Uj4 produced “right” results: measured values of inser-

tion losses of the sensor itself and of that attached to the flawless specimen are very close to each other. The 

Ug2_2 sample produced a “wrong” result, not very surprising though: insertion losses with the flawless speci-

men were significantly less than those of the TIRUS itself. This is virtually the same results as obtained in the 

continuous wave studies. It is also worth noting that similar results were obtained in the earlier research [1]. 

Some discussion of possible nature of these effects are given in the previous section. They can hardly be con-

nected with the fact that the Ug2_2 sample was tested in the temperature chamber because the sample Ug2_2 is 

the repaired sample Ug2, for which similar results were obtained in [1] in the temperature uncontrollable envi-

ronment. 

In experiments with sample Ug2 the defective specimen D1 was tested repeatedly during a few successive 

days in a temperature uncontrollable environment. First measurements were made immediately after setting it on 

an optical contact and showed a significant (by 6 dB in the forward direction and by 5.7 dB in the backward 

one) increase in insertion losses. Similar measurements made on the next day gave the insertion loss value less 

by ~0.8 dB and further stayed the same (see Fig. 6.3.3). That is, the observed effect, which can be called “stabi-

lization of an optical contact”, was very similar to that observed in the continuous wave studies (see Fig. 6.2.2) 
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Fig. 6.3.3. Change in time of time-gated outputs of sample 
Ug2 while testing a defective specimen (D1). Temperature 
uncontrollable environment. 
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Fig. 6.3.4. Testing of the defective specimen D1 with the 
Uj4: change in time of the time-gated insertion loss. 
Temperature controllable and uncontrollable environ-
ments. 
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Fig. 6.3.5. Testing of the defective specimen D1 
with the Uj4: change in time of the time-gated phase. 
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but with a much less quantitative change in the insertion loss value. Nevertheless, the change caused by the 

presence of a subsurface defect is large enough (~5-6 dB) to detect it reliably. 

Experiments specially aimed at verifying reproducibility of the results of successive individual measure-

ments in a temperature controllable environment were conducted with sample Uj4. Series of measurements were 

carried out on successive days within 40 min periods with individual measurements taken over 1 min intervals. 

Both the magnitude (“insertion loss”) and the phase of the time gated transfer function TTG were measured in 

forward and backward directions. The measurements were made at 20°C using the temperature chamber and at a 

room (“normal”) temperature that was an uncontrolled temperature in the laboratory. 

Results of measurements made in the forward direction are presented in Figures 6.3.4-6.3.5. Results of 

measurements made in the backward direction are similar although an absolute value of the insertion loss is by 

~3 dB greater than that in the forward direction. 

The difference between the steady-state insertion loss values in Fig. 6.3.4 and those presented in Ta-

ble 6.3.1 is connected with degradation of an optical contact within a first day after mounting of the defective 

specimen on the sensor. (Data in the Table 6.3.1 were obtained immediately after the mounting). In principle, as 

seen in Fig. 6.3.4, insignificant degradation of the optical contact continued also within next days that resulted in 

decrease in the insertion loss value with a speed of about 0.2 dB/day. 

Comparative analysis of data presented in Figures 6.3.4-6.3.5 shows that in a short time (less than 15 min) 

both the insertion loss and the phase values are stabilized and stay constant in different series of measurements. 

The close values obtained in “normal” and temperature controllable conditions are connected with the fact that 

the temperature in the laboratory at the moment of measurements was close to 20°C. From this, one can infer 

that testing specimens with a pulse measurement system (i.e., the phase meter developed) can be carried out in 

normal laboratory conditions not using a temperature chamber. 
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7 Testing Specimens with the TIRUS Using a "Sliding Technique" 

7.1 Method and a specimen used 

In the majority of actual testing procedure ultrasonic sensors are applied to a surface of tested objects 

through a fluid couplant1, in which case the sensor can move, or “slide”, across the surface of the inspected ma-

terial. In this section, such a procedure further called a “sliding technique” is described. In the experiments, it 

was applied to testing a defected specimen of a specific type. The idea behind these experiments was to inspect 

a defected specimen that had already been examined in sections 3 and 4 using an optical contact technique but in 

a way enabling to move the sensor 

sequentially over a flawless part of it, 

then over its defected part, and then 

again over its flawless part, but anoth-

er one, in the end. It was supposed to 

emulate an actual inspection procedure 

and to enable to compare the sensor 

responses from flawless and defected 

domains of the tested specimen ac-

quired in one experiment. 

The specimen fabricated for this 

purpose was made as an assembly of 

three specimens (Fig. 7.1.1), a defect-

ed one denoted as D1 in section 6.1 

and two flawless ones bonded to its side surfaces. (Further it will be denoted as specimen “D1+”). The defected 

part of the specimen was of a “subsurface foreign layer” type similar to one described in [2]. The tested surface 

was a surface of a thin plate of fused quartz that was isolated from the block of the same material by an epoxy 

layer. The thickness of the epoxy layer, the “defect”, was about 50 μm that was determined by the thickness of 

metal strips under the edges of the quartz plate applied in the fabrication process. The ultimate thickness of the 

quartz plate was ~60 μm. That is, in this experiment a situation was emulated in which a very thin layer (50 μm) 

of a foreign material is embedded under the surface of a solid tested material. 

The flawless specimens were bonded to the side faces of the defected one with a glue. Upper faces of all 

three specimens were polished thoroughly and made optically flat before assembly and then thoroughly aligned 

while specimens were bonded. The resulting specimen was then tested by means of a sliding movement of the 

TIRUS along the x-direction (see Fig. 7.1.1) across the entire surface of the fabricated assembly. In such a pro-

cedure, an expected TIRUS output was supposed to be a response essentially different in its middle part that 

might be expressed in a significant increase in insertion losses measured. In the experiments, the insertion losses 

were measured using the continuous wave (CW) and time-gated (TG) techniques described in sections 3 and 4. 

A specific feature of the fabricated combined specimen is that its tested surface is not absolutely even. The  

x-size of its “defective specimen part” is 12 mm (see Fig. 7.1.1) whereas that of the quartz plate bonded to the 

                                                           
1 A substance used to provide acoustic coupling between surfaces of the sensor and a tested object. 
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Fig. 7.1.1. The specimen “D1+” tested in the sliding technique experi-
ments. It is an assembly of three specimens of fused quartz, two flawless 
and one defected. 
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quartz block with epoxy resin (see 

section 2.4.4, Fig. 2.4.4) is only 9mm. 

There are also chamfers on the edges 

of each of three quartz blocks consti-

tuting the specimen imaged in 

Fig. 7.1.1. Together with 60 μm steps 

on the edges of the quartz plate they 

form grooves of ~1.5 mm in width 

between the defective and flawless 

parts of the specimen. As will be seen 

in section 7.3, these grooves can cause 

responses from the TIRUS in testing 

the specimen. 

A mechanism constructed for ex-

periments is shown in Fig. 7.1.2. It 

consists of three main parts. A 2-axis translation stage on the right provides not only very smooth movement of 

a tested specimen along the x-direction but also enables the specimen to be positioned accurately with respect to 

the TIRUS in the y-direction. 

A height-controlled balance on the left enables to lift the TIRUS and in such a way to align its sensitive 

surface with respect to the tested surface of the specimen. An ultimate alignment is provided by an aligning 

frame connected to the translation stage through four soft silent blocks. The TIRUS is pressed to the surface of 

the tested specimen with two controlled loads on the opposite ends of the balance. All the experiments using the 

sliding technique were carried out with two couplants, the Sonotech Shear Gel® and glycerin. The TIRUS sam-

ple used in the experiments was the refurbished sample Ug2_2 (see section 2.3). 

7.2 Continuous Wave Experiments 

In the sliding technique experiments, continuous wave measurements were conducted in a slightly different 

way than in previous experiments using the optical contact technique. Insertion losses of the TIRUS were meas-

ured exactly at its operating frequency of 27 MHz and not within the frequency range of 50 kHz around it. The 

measurements were taken each 10 s at the moments when the sensor was stopped at certain sequential positions 

on the tested specimen surface that moved in the x-direction (Fig. 7.1.1). The translation of the specimen was 

performed manually with the translation stage, the sequential step lengths were 1 mm; the sensor positions were 

fixed. The load from the sensor measured on the surface of the specimen was 300 g. This load enabled to get 

rather good alignment of the sensor and the specimen surfaces that can be seen from behavior of silent blocks 

attaching the aligning frame to the translation stage (see Fig.7.1.2).  

As far as the sliding technique implies the use of a couplant between contacting surfaces of the sensor and 

a tested specimen, two couplants were used in all the experiments, glycerin and the Sonotech Shear Gel. All the 

experiments were carried out with the same TIRUS sample, Ug2_2, and specimen D1+ (see Fig.7.1.1). The load 

applied to the sensor pressed out a couplant from under the sensor rather well but there was no control of its 

Height 
control 

y-translation 

x-translation 

TIRUS 
Load 

Tested 
specimen 

Silent block 

Aligning frame 

 
 

Fig. 7.1.2. The sliding mechanism used in the experiments. It provides 
smooth movement of the specimen with respect to the TIRUS and 
alignment of their contacting surfaces. The yellow-brownish substance 
on the upper surface of the specimen is the Sonotech Shear Gel® 
couplant. 
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layer thickness. Measurements using each of two 

couplants were carried out in three series of two pairs 

of forward and backward passes across the specimen 

surface along the x-direction. In each series, the sur-

faces of the TIRUS and the specimen were cleaned up 

thoroughly and a new portion of the couplant was de-

posited on them. All the measurements were carried 

out in normal laboratory conditions. No temperature 

control was applied but occasional monitoring of the 

temperature in the room showed that it was in the 

range of 18-22 °C. In such a manner, six characteris-

tics IL(x) were obtained for each of the couplant, 

where IL stands for the TIRUS output, the insertion 

loss. 

Each six of the obtained characteristics were av-

eraged and the averaged results are presented in Fig. 7.2.1. The dispersion of the results is illustrated by Table 

7.2.1 where standard deviations of data acquired are presented. As seen in the figure and in the table, in both 

cases there is nothing certain that can be inferred from the averaged IL(x) characteristics about the presence or 

absence of a subsurface defect. An expected response of the TIRUS with both couplants applied should have 

been a significant dip in the middle of them that would have indicated frustrated total internal reflection at the 

interface of the structure sensor-couplant-specimen. It was not observed for both couplants, although both the 

shapes of the measured characteristics and values of IL(x) were very different. 

In the case of glycerin, measurements taken when passing forward and backward across the specimen re-

sulted in practically identical even characteristics with no dip in the middle. The averaged values of the insertion 

losses were -14.8±1.26 dB for forward and -14.9±1.42 dB for backward directions with the 95% confidence 

interval defined as ±2σ. They exceed the insertion loss value of the sensor itself measured at 27 MHz at 20° C, 

which was -13.3±0.13 dB, by 1.5 dB. This difference can be considered small or even insignificant taking into 

account differences in temperatures at which the measurements were taken. Thus, one can conclude that the 

sensor, in fact, did not sense the tested speci-

men at all and the glycerin layer served as an 

isolating one that did not practically affect the 

incident ultrasonic wave in the sensor body, 

or, perhaps, slightly absorbed it at the bound-

ary of the crystal. 

In the case of the Sonotech Shear Gel, 

the picture was much more complicated. As 

is seen from Fig. 7.2.1, both characteristics 

corresponding to forward and backward 

movements have fairly similar, although a 
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Fig. 7.2.1. Change in the TIRUS output IL(x) while 
testing a specimen with different couplants, the 
Sonotech Shear Gel or glycerin. “Forward” and 
“backward” mean “positive” (0 to 40 mm) or “nega-
tive” (40 to 0 mm) directions of movement. 

Table 7.2.1. Dispersion of the TIRUS output IL(x) while testing 
the specimen D1+ with different couplants. 

Couplant/Movement 

Insertion 
loss, dB; 

averaged, 
x=20 mm 

Standard deviation 
σ, dB 

σ20 mm σmax 

Sensor Ug2_2 itself1) -13.3 0.066 – 
Sonotech/Forward -19.6 1.29 3.43 

Sonotech/Backward -20.3 1.51 2.66 
Glycerin/ Forward -14.8 0.63 0.80 
Glycerin/Backward -14.9 0.71 0.84 

1)No couplant, no tested specimen, measured at 27 MHz at 20°C 
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little shifted to each other, shapes. This similarity shows 

that the results obtained are not of a random character and both characteristics have similar trends but there 

could hardly be a reasonable explanation for these trends in terms of subsurface defects in the specimen. It 

might rather be connected with extremely large viscosity of the Sonotech Shear Gel that could lead to uneven 

motion and forming a wavy profile of the gel layer. The only fact that the observed curves evidently indicate is 

that the ultrasonic wave incident at the crystal-gel interface does penetrate into the gel layer and certainly does 

not reflect back from the gel-specimen interface, which follows from a significant increase in the insertion loss 

measured, up to 8 dB compared to that of the sensor itself. 

The observed effects raised the question of actual influence of the couplants on the results of experiments. 

The manufacturer of the Sonotech Shear Gel does not give any information on actual operating characteristics of 

it in different frequency ranges. Therefore, trial experiments were conducted using sensor Ug2_2 as a testing 

instrument. The idea behind these experiments was to exploit the sensor in a wide frequency range and study 

behavior of the couplants within it. The experiments were carried out within the range of 5-30 MHz. Despite the 

fact that the sensor had been constructed as a narrow-band device with the operating frequency f0=27 MHz and 

its efficiency was much worse outside the frequency range of 26-28 MHz, it still operated almost everywhere 

over the range of interest. All the measurements were done at 20±0.1°C using a temperature chamber to provide 

a good repeatability of the results. 

The results obtained are presented in Fig. 7.2.2. The first one obviously seen from the figure is that the in-

sertion losses IL(f) of the TIRUS measured with glycerin deposited on its sensitive surface and without it are 

practically coincide. It does not necessarily mean that the incident ultrasonic wave in the sensor body is com-

pletely reflected from the crystal-glycerin interface. It might also mean that the sound attenuation in glycerin is 

so small that the wave penetrated into the glycerin layer does not decay there at all and returns into the crystal 

undamped. As was seen above, it was not so in experiments using the sliding technique (see Table 7.2.1) where 

insertion losses with glycerin as a couplant were by ~1.5 dB greater than those in the sensor itself. From that, 

one could have concluded erroneously that a scattering by a defect in the specimen of an evanescent ultrasonic 
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Fig. 7.2.2. Insertion losses vs frequency IL(f) meas-
ured with different couplants, the Sonotech Shear Gel 
or glycerin, deposited on the TIRUS sensitive surface. 
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frequency range.  
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wave tunneling through the glycerin layer was a proven fact if exactly the same increase in the insertion losses 

had not been observed over the whole surface of the specimen (see Fig. 7.2.1), including its flawless parts. That 

is, the sensor responded to flawless and defected parts of the specimen identically. Thus, a real reason for these 

greater insertion losses stays unclear. (Although one can try to explain it by different temperature conditions in 

the sliding technique experiments). 

The origin of the observed deep dip (-23.6 dB) on the characteristics in Fig. 7.2.2 is also unclear. Appar-

ently, it is connected with a specific properties of the frequency characteristic of the total system consisting of 

the transducer, an acoustic resonator, which is the sensor body, and a matching network: together they form an 

electro-mechanical filter with a notch at the frequency of 25.063 MHz. 

The behavior of the Sonotech Shear Gel was essentially different. The presence of the gel suppressed the 

wave reflected from the crystal-gel interface evidently putting down the measured frequency characteristic IL(f). 

It means that the probing ultrasonic wave from the sensor body penetrated into the gel layer and decayed there 

significantly. The path of the smoothed suppressed characteristic over the frequency range was almost parallel 

to the path of the sensor characteristic with one tiny but important exception: the suppression value, i.e., the dif-

ference between values of measured insertion losses of the sensor with and without a couplant (Fig. 7.2.3) tend-

ed to decrease at frequencies lower 10 MHz with almost negligible difference near 5 MHz. That is, at 5 MHz the 

probing ultrasonic wave that penetrated into the gel layer propagated in it without any decrease and then re-

turned to the crystal undamped. Thus, the Sonotech Shear Gel can be considered as a suitable couplant only at 

frequencies much lower that the operating frequency of the developed sensor, 27 MHz, apparently at frequen-

cies lower than 10 MHz. 

7.3 Time Gated Experiments 

Measurements of time gated insertion losses ILTG(x) of the TIRUS were carried out with the same phase 

meter that was used in section 4, the frequency of the probing pulse carrier was 27 MHz, its duration was 5 µs. 

The TIRUS sample was the same that was used in the CW experiments, the Ug2_2. The defected specimen D1+ 

and the sliding technique itself used in the experiments are described in detail in section 7.1. 

The measurements were conducted by moving the specimen with respect to the sensor step by step in a 

quasi-static manner: one measurement taking procedure lasted for 10 s and was divided into two stages with the 

first one characterizing by the specimen movement. It started at the 3rd second after taking a previous measure-

ment and finished at the 6th second, so 4 seconds were left to stabilize the contact. Because movement of the 

specimen was performed manually, the initial 3 “empty” seconds were left for comfort of the operator. All the 

measurements were conducted in the normal laboratory conditions. The load from the sensor applied to the 

specimen surface was 330 g. 

The main drawback of the applied technique in experiments with the Sonotech Shear Gel® used as a 

couplant was rather unstable contact between the TIRUS sensitive surface and that of the moving tested speci-

men. It was connected with insufficient rigidity of the balance holder (see Fig. 7.1.2) and with rather significant 

change in properties of the couplant during a single measurement operation that resulted in a visible difference 

between results obtained when moving in forward (0-40 mm) or backward (40-0 mm) directions. The measure-

ments were done during one day in six series of forward-backward pair passes across the specimen surface 

along the x-direction. However, only the results are presented here obtained in the forward movement of the 
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TIRUS because in this case repeatability of obtained 

results was for unknown reason significantly better 

than in the backward movement. 

Averaged results of 6 individual measurements 

of ILTG(x) taken when moving in the forward direc-

tion are presented in Fig. 7.3.1; the thin red ±2σ 

lines show the 95% confidence limits; green line 

shows insertion losses expected to be obtained in the 

experiment. As seen in the figure, measured inser-

tion losses (thick red line) in the area where there 

exists a subsurface defect are up to 10 dB greater 

than those in the flawless area. It is an absolutely 

unexpected although very encouraging result taking 

into account the fact that no response from the de-

fective area was detected in the CW experiments in 

the previous section. 

The expected losses were calculated as a normalized overlap integral 
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of two functions, the first of which, complex DZ*(x), represents a different zones in the specimen, flawless and 

defective ones; the second function TA(x) represents a sensitive zone of the TIRUS, the “TIRUS aperture” of 

7 mm in size. Magnitude and argument of complex function EL*(x) represent an expected insertion loss and 

phase of the output TIRUS signal. The use of the over-

lap integral reflects the measurement procedure in 

which the TIRUS aperture moves across the specimen 

passing sequentially its flawless and defective parts, in 

which case the strength of the output signal at each po-

sition of the sensor depends on the overlap area. Fig-

ure 7.3.2 illustrates the calculation procedure – the 

green line in it is the calculated expected losses 

EL(x)=20Log(|EL*(x)|) expressed in dB. 

Data for computing function |DZ*(x)| representing 

the insertion losses were formed as follows: its bottom 

value equated to the average of all readings taken while 

the entire aperture of the TIRUS was on a flawless part 

of the specimen; on the contrary, its top value was tak-
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Fig. 7.3.1. Averaged time-gated insertion loss ILTG of the 
TIRUS vs the sensor position x. The Sonotech Shear Gel 
used as a couplant; the forward motion (0 to 40 mm). The 
±2σ lines show the 95% confidence limits. 
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Fig. 7.3.2. Calculated EL(x) that could be expected on 
the base of experimental results 
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en as an average of the complete set of readings taken while the aperture was within the defective area. Data for 

the grooves between defected and flawless specimens (see a description of them in section 7.1) were taken in 

measurements with the TIRUS lifted up from the specimen surface and coated with the Sonotech Shear Gel that 

simulated grooves filled with the gel. Their influence on function  |DZ*(x)| is expressed by steps on the blue line 

in Fig. 7.3.2. 

The correlation coefficient between the expected and measured averaged functions ILTG(x) is equal to 0.93. 

It is worth noting that this coefficient was also extremely high (0.89-0.93) for each individual measurement in 

the series. This certainly can be considered an encouraging result in assessment of applicability of the sliding 

technique.  

In the experiments, measurements of the TIRUS time gated insertion losses ILTG(x) and the output phase 

φTG (x) were taken simultaneously. Averaged results of 6 individual measurements of EPh(x) taken when mov-

ing in the forward direction are presented in Fig. 7.3.3; the thin red ±2σ lines show the 95% confidence limits; 

the green line shows an expected phase of the TIRUS output signal. Figure 7.3.4 illustrates a procedure for cal-

culation of the expected phase values identical to that described above for the expected insertion losses. The 

correlation coefficient between the calculated expected phase and the averaged experimental data is equal 

to 0.58 (0.48-0.63 in the series). It is less than in the case of the insertion loss measured that can be explained by 

a higher sensitivity of the time-gated phase to the thickness of the couplant layer, which varies when the TIRUS 

moves. Nevertheless, it demonstrates a probable high practical potential of the phase measurement channel. 

Time gated experiments with glycerin used as a couplant were carried out in the same manner, however, 

no changes in the TIRUS time gated responses, both the insertion loss and the phase, were discovered. Appar-

ently, it was a consequence of relatively small viscosity of this couplant. 
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Fig. 7.3.4. Calculated EPh(x) that could be expected on 
the base of experimental results. 
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Fig. 7.3.3. The TIRUS averaged time-gated output phase 
φTG vs the sensor position x. The Sonotech Shear Gel 
used as a couplant; the forward   motion (0 to 40 mm). 
The ±2σ lines show the 95% confidence limits. 
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Fig. 8.1.1. Light diffraction patterns caused by acoustic 
waves propagating in different directions. A SSW emitted 
into the [110] direction is then reflected from the inclined 
face into the [001] direction. The direct beam spot I0 de-
notes a light beam passing through the crystal; I[001] and 
I[110] denote light beams diffracted by the waves propagating 
in the directions [001] and [110] respectively. 

8 Optical Visualization of Ultrasonic Beams in Experimental Samples 

8.1 Introduction 

Well-known optical techniques, schlieren or photoelastic ones, are widely used for visualization of acous-

tic fields and propagation of ultrasonic pulses in liquids and solids for a long time [9-12]. In these techniques, 

the degree of disturbance of a light beam passing through a tested object caused by an ultrasonic wave is deter-

mined by a value of an effective photoelastic coefficient peff depending on properties of the material and on ge-

ometry of acousto-optic interaction [13]. 

In the TIRUS design (section 2.2), a probing slow shear wave (SSW) propagates along the [110] direction 

of the TeO2 crystal and then is reflected from its 

sensitive inclined surface into the [001] direction. 

A sketch of the TIRUS body geometry is presented 

in Fig. 8.1.1. The side transducer emits an ultrason-

ic wave that after reflection travels up to the top 

transducer (reverse operation is also possible - see 

page 23 for the detail). The emitted wave is polar-

ized along the [11̄0] direction, i.e. with respect to 

the inclined and to the top and bottom faces of the 

crystal it is a shear horizontal (SH) wave. It is done 

so to avoid conversion of the probing shear wave 

into other acoustic modes on reflection from the 

sensitive surface. 

Depending on the type of data to be obtained 

in optical experiments, an optical scheme of the 

optical setup should be essentially different. It is connected with two very different factors. One of them is a 

common feature of optical setups meant to visualize sound fields in investigated solids: different types of acous-

tic waves produce different types of light diffraction patterns to be recorded in the plane of observation. There-

fore, an experimenter needs either to select a specific diffraction order from an entire diffraction pattern if the 

purpose is to study a specific acoustic mode or to collect all diffraction orders simultaneously to study mutual 

transformations of all acoustic modes observed. In which case, the observation conditions cannot be made 

equally beneficial for all studied modes and a compromise should be found depending on what a task is being 

solved. 

Another factor is specific to experiments conducted in the current project. It is connected with the fact that 

shear waves polarized along the [11̄0] direction and propagating in the [110] and [001] directions of the TeO2 

crystal are undetectable when visualized with the light propagating along the [11̄0] direction, which can be de-

fined as a “forbidden direction” [14]. The effective photoelastic constant that determines efficiency of the 

acousto-optic interaction depends on direction and polarization of acoustic and light waves and can be calculat-

ed [13, p.31] from the relation written in the index form 
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 lkjiijkleff umddpp = . (8.1.1) 

Here id  and jd  are components of the polarization vectors of the incident and diffracted light, lu  and km are 

components of the direction and polarization vectors of the ultrasonic wave, ijklp  stands for components of the 

photoelastic tensor. As can be shown [3], for the chosen geometry of acousto-optic interaction (Fig. 8.1.1) and 

ultrasonic frequency of 27 MHz, only isotropic diffraction can take place, which means that incident and dif-

fracted light beams have identical polarization. For the illuminating light polarized along the [001] direction, 

which is the case in the described experiments, “acting components” of the photoelastic tensor  are klp33 . Then, 

as can be derived from (8.1.1), for the shear waves propagating along the [110] and [001] directions respectively 

effective photoelastic constants in abbreviated notation are 

 03231]110[ =−= pppeff  and 03435]001[ =−= pppeff  (8.1.2) 

because 3231 pp =  and 03534 == pp . As seen from (8.1.2), for the geometry of acousto-optic interaction illus-

trated in Fig. 8.1.1 0=effp for both waves of interest. However, in the study of the TIRUS (and loss samples as 

well) just such geometry is necessary in the experiment because it enables the both incident and reflected ultra-

sonic beams to be visualized simultaneously, which is not possible when probing light comes from any other 

direction. As a result, one needs to deal with very weak, theoretically zero, diffraction patterns caused by the 

waves of interest. It has been shown, however, that light beams diffracted by the incident and reflected acoustic 

waves, although very weak, are observable in this case too [3]. In the recent researches [15, 16], not only the 

light diffraction patterns caused by these waves were observed but also the structure of ultrasonic beams and 

pulses was visualized. 

In this section, the results are reported on real time optical visualization of an ultrasonic SH wave reflect-

ing from an inclined boundary of the TeO2 crystal, which is the TIRUS body. Additionally, images of “satellite 

pulses” caused by imperfection of the sensor design as well as images of spurious longitudinal waves emitted by 

a shear wave transducer are presented. Besides the results for the TIRUS, those for the “loss sample design” are 

also presented. Apart from these listed ones, two “side results” obtained in optical visualization experiments are 

discussed separately because they demonstrate two effects that have apparently never been observed before, a 

displacement of an ultrasonic beam on its reflection from a free flat surface [17] and conversion of an incident 

SH-wave into a longitudinal one [16]. All reported results are obtained in experiments with experimental “Loss” 

(Uj1, Uj2) and “TIRUS” (Uj3, Uj4) samples described in section 2.3. 

8.2 Optical Setup 

All images of visualized ultrasonic beams/pulses were obtained using a technique that can be called an 

acousto-optic one [18]. Unlike conventional techniques [9-12] in which all light diffracted by acoustic waves is 

collected by the lens of a recording camera, in the reported experiments individual diffraction orders were spa-

tially filtered from the entire diffraction pattern to record images of different acoustic modes in the crystal. As a 

result, acoustic modes producing very weak light responses could be registered. After post-processing and 

alignment of the images recorded at the corresponding time points, they could also be superimposed to get a 

whole picture of acoustic modes present in the crystal. 
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A sketch of an optical setup is shown in 

Fig. 8.2.1. An output beam of a green laser is modulat-

ed with an acousto-optic modulator (AOM) and then 

passes through the optical forming system consisting 

of a spatial filter with a 15 µm pin-hole and a beam 

expander. From its output a well collimated light beam 

of 37 mm in diameter strikes an input surface of the 

unit under test (UUT) at the angle of incidence close to 

zero, passes it being diffracted by ultrasonic waves 

(Fig. 8.1.1) and then is collected by lens L1 located 

next to the UUT. A polarizer next to the AOM is nec-

essary because the light passing through it becomes 

elliptically polarized. 

Diffracted and passed light beams are not spatially separated immediately behind the UUT but lens L1 

forms in its focal plane a diffraction pattern with separated diffraction orders I[110] from an incident ultrasonic 

wave and I[001] from a reflected one (see Fig. 8.1.1). The zero order I0 is formed from the passing light beam. A 

particular diffraction order carries information on the structure of a corresponding ultrasonic beam. It is filtered 

by an aperture located in the focal plane of lens L1, which selects a diffraction order of interest. In visualization 

experiments, the focal distance of the lens was 500 mm and the aperture size was chosen from tenths of millime-

ter to a few millimeters depending on the level of the background noise. It is worth noticing here that the aper-

ture size not only reduces the background noise but also determines an angular spectrum range of plane waves 

passing through the aperture, i.e., determines a sharpness of the image recorded by the CCD-camera. 

The optical part of the setup is assembled on an optical bench. A diode-pumped solid state laser 

Monopower-532-100-SM ® produced by the Alphalas Gmbh is used as a light source. It provides up to 100 mW 

of continuous wave (CW) power at a wavelength of 532 nm producing an output beam of a good quality 

(M2=1.1) with an excellent, less than 10 µrad/ºC, angle stability. With very weak light diffraction patterns to be 

recorded, it is important because the use of spatial filters requires a stable angle position of the laser beam dur-
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Fig. 8.2.1. Optical setup for visualization of ultrasonic 
pulses in the TIRUS and its time diagram. UUT stands 
for the “Unit Under Test”. 

 
 

Fig. 8.2.2. A laser-AOM platform of the optical setup. 
After adjustment of the Lens-AOM assembly, the en-
tire platform can be tilted and rotated to align the out-
put light beam with an optical axis of the setup. 

 
 

Fig. 8.2.3. A light pulse obtained with the AOM. 
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ing long lasting experiments that can take a few hours for a single series of measurements. The laser and the 

AOM are assembled on the common base forming a laser-AOM platform. An appearance of the constructed 

block is presented in Fig. 8.2.2. Its design includes two stages providing rotation and tilt of the entire block for 

alignment of the output laser beam with an optical axis of the optical bench. A lens at the laser output narrowing 

its beam enables the light pulses from the AOM to be as short as 200 ns (Fig. 8.2.3). That makes images of ul-

trasonic pulses as short as 1 µs recorded by the CCD camera be sharp enough. The two coordinate translation 

stage provides adjustment of the AOM relative to the lens and the laser beam. 

The CCD camera lens L2 forms an image of an ultrasonic pulse on the CCD sensor. The Sony ICX285 

sensor of the Baumer’s TXG-14 industrial camera used as a recording device has resolution of 1392×1040 pix-

els and a very low intrinsic noise allowing exposure times from 4 µs to 60 s. That makes a choice of operational 

conditions very flexible and suitable for a wide variety of measured intensities of filtered diffraction orders. 

8.2.1 Controller 

The optical setup controller was designed as a single device interacting with a controlling PC through the 

interface developed on the platform LabVIEW®. The choice of this platform was determined by its flexibility 

and possibility of fast re-adjustment of the developed interface. In addition, it has an advanced library for pro-

cessing and analysis of the acquired experimental data. 

Specially developed electronics of the controller synchronize the TIRUS and AOM drivers as well as a 

CCD camera exposure to take images at predefined time intervals relative to a driving pulse for the Unit Under 

Test (UUT), which can be the TIRUS or the Loss sample. These time intervals and the delay times of the AOM 

driver and the camera trigger can be adjusted with the accuracy of 10 ns. Time diagrams of controlling signals 

are shown in Fig. 8.2.1. An interval between sequential timing signals is chosen to be 400 µs that is long enough 

 
 

Fig. 8.2.4. Operational interface of the optical setup controller. 
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to provide a quasi-single sequence operation and avoid an overlap between ultrasonic pulses sequentially emit-

ted by a transducer and pulses reflected from the crystal boundaries. In this case, duration of the emitted pulses 

can be chosen long enough, up to the entire propagation time of an ultrasonic wave along the crystal, if one 

needs to study a structure of an ultrasonic beam occupying its entire length. In the case of short emitted pulses, 

one can trace propagation, reflection and change in spatial structure of the pulses. Controlling the delay time 

between the pulse driving the UUT and an illuminating AOM pulse, one can also obtain a sequence of images 

for making a video of an ultrasonic pulse propagation and reflection. It also makes possible a time division of 

obtained images for different acoustic modes. 

To match in time the set of generated pulse trains the high level host computer software written in the 

LabVIEW environment has been designed. The appearance of its interface is shown in Fig. 8.2.4. It is divided 

into separate functional blocks. On the left, three blocks meant to form matched pulse trains to control the cam-

era, AOM and UUT are located. They are marked as “Trigger to camera”, “AOM driver” and “UUT driver”. A 

specific block responsible for interaction between the camera and the controlling PC is put on the right. The 

window within this block allows an operator to observe recorded images. Both RF channels, namely the AOM 

and UUT drivers, can be turned off or switched into a continuous wave mode. 

The carrier of the RF driving pulses for the AOM and the UUT can be adjusted in the frequency ranges of 

60-100 MHz and 10-100 MHz respectively. However, in the majority of experiments it was chosen to be 

70 MHz for the AOM and in the vicinity of 27 MHz for the UUT, usually 27 MHz exactly. 

The CCD camera is connected to the PC via the GigE interface using the LabVIEW module Vision Assis-

tant. The images acquired are displayed in the window within the functional block in the right part of the inter-

face window. Controlled parameters of the camera are the exposure time (4 µs – 60 s) and the amplification 

(gain) factor (0-10 dB). It can also be switched to run in the autonomous mode or to operate under control of the 

trigger from the optical setup controller. The images acquired can be saved as separate bitmap files or as a series 

of subsequent frames of the recorded video. 

8.3 Experimental Technique 

In the experiments, duration of light pulses from the AOM was 200 ns that determined temporal uncertain-

ties in illumination of studied acoustic fields leading to spatial uncertainties in positions of their “frozen” images 

of the order of 5.5 wavelengths of acoustic waves [10]. With the shear wave (SW) velocities along the [001] and 

[110] directions equal to 2100 m/s and 612 m/s respectively and their frequency of 27 MHz, it derived corre-

sponding spatial uncertainties ~430 µm and ~125 µm. 

Because of very weak light responses from the studied ultrasonic waves, exposure times of the CCD cam-

era were chosen rather long, up to 40 s for one frame [16, 17]. During this time a vast number of light pulses, up 

to 100,000, were accumulated by the camera sensor that enabled satisfactory images of ultrasonic pulses to be 

recorded. Nevertheless, real time processing of recorded images was as a rule necessary to separate a recorded 

pulse from an additive background noise caused by an internal scattering of light from the crystal. It consisted in 

recording of two sequential images, one with the emitting transducer switched off and another with an operating 

one, and subtraction of the former from the latter. In some cases, a further post-processing of the resulting image 

could be necessary to get an image suitable for an analysis. 
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The whole procedure is illustrated in Fig. 8.3.1. It demonstrates obtaining images of a 1 µs pulse emitted 

by the top transducer into the [001] direction and then reflected into the [110] direction by the inclined face of 

the crystal. The top images are obtained from the I[001] diffraction order and the bottom ones –from the I[110] (see 

Fig. 8.1.1). Accordingly, the top row depicts the pulse incident at the inclined face and the bottom one shows the 

pulse reflected from it. Series of images of incident and reflected pulses, which then were used to create a video, 

were recorded in two successive experiments immediately following each other. (A combined image made from 

the selected frames of such a video will be presented in Fig. 8.4.6). 

Images (a) and (e) correspond to the case of the emitting transducer, and images (b) and (f) were obtained 

when it was switched off, i.e., they represent an additive background noise present in the recorded images. A 

much greater noise while recording the pulse propagating along the [001] direction is explained by an almost 3.5 

times less angle of diffraction of the diffraction order filtered by the aperture (see Fig. 8.2.1), in which case 

much more light scattered from the crystal are let into it. As seen in picture (c), this makes it impossible to ob-

serve the recorded pulse in the image with the subtracted background noise without its further post-processing 

because its brightness is too small to be visible. Results of the post-processing performed by means of applying 

a color palette to the brightness scales for images (c) and (g) are shown in pictures (d) and (h). In picture (d) 

derived from the “empty” picture (c) not only the pulse itself is seen distinctively, but also its spatial structure 

can be observed. In addition, comparative quantitative analysis of intensities of optical responses from incident 

and reflected pulses can be done based on data containing in images (d) and (h). 

Depending on the purpose of a specific visualization task, the whole procedure described can be reduced to 

a simplified one omitting some steps in the post-processing, such as colorizing the difference image. Instead of 

that, the image can be only “amplified” that simplifies and accelerates the post-processing procedure essentially. 

It is particularly beneficial when an illustrative video is supposed to be made. A result of such a simplified pro-

cedure applied to images presented in Fig. 8.3.1 (a) and (e) is shown in Fig. 8.3.2 (b) and (d) respectively. The 

difference image (d) is cleaned from noise and the recorded image is clearly seen with no further post-

processing. In image (b), the range of the lowest brightness levels of the initially “empty” image from 

Fig. 8.3.1 (c) is widen by 8 times to make the visualized ultrasonic pulse visible. 
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Fig. 8.3.1. A post-processing procedure applied to originally recorded images to extract an image of interest from the noise. 
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A special consideration should be given to overexposed regions of the originally recorded images caused 

by a background noise. After subtraction of the noise from original images, corresponding regions in the result-

ant ones become “empty” and looking as “voids”. An example of such voids marked with a yellow oval is pre-

sented in Fig. 8.3.2 (b). The overexposed regions that caused these voids are also marked with a yellow oval in 

the originally recorded image in Fig. 8.3.2 (a). It is obvious that a number and a size of the voids in the recorded 

image depend on the noise level and the exposure time of the camera. The longer exposure is, the more weak 

light responses from acoustic modes can be recorded; however, the noise also increases resulting in extension of 

the overexposed regions in the recorded image and in reduction of its contrast (dynamic range). In the resultant 

difference image, however, the contrast is retrieved or even increases because the noise is subtracted. At the 

same time, the voids, with no information in them, remain. Therefore, choice of exposure is always a trade-off 

between a necessary number of details of the lowest brightness levels in the resultant image to be obtained and 

an acceptable size of the void areas in it.  

Thus, all the images of visualized ultrasonic fields presented below were obtained similarly. First, a unit 

under test (UUT) was mounted on the optical table in such a way that the input optical surface (L×H) of the 

TeO2 crystal was oriented normally to the direction of the illuminating light beam with accuracy not worse than 

±2 arcmin. A driving CW or RF pulse signal of 27 MHz was applied to one of the transducer of the UUT. Con-

tinuous illumination from the laser was switched on and a diffraction spot from an ultrasonic wave of interest in 

the focal plane of the lens behind the UUT was manually selected with the aperture to let it through to the cam-

era. The light beam was switched to pulse illumination with the light pulse duration of 200-500 ns that provided 
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Fig. 8.3.2. A simplified post-processing procedure applied to recorded images. Images (a) and (c) are recorded by 
the camera; resultant images (b and d) are obtained after subtraction of background noise. The range of the lowest 
brightness levels in image (b) is widen by 8 times to make the recorded pulse visible. “Voids” in it outlined with a 
yellow oval are caused by the over-exposed regions in the recorded image (a). (Taken from [17]). 
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the images recorded to be sharp enough. The exposure time and gain of the CCD camera were chosen in such a 

way to achieve a best, from the point of view of an experimenter, signal-to noise ratio. After that, a measure-

ment cycle was launched organized as follows: (1) an image of an ultrasonic wave was captured with the cam-

era; (2) the ultrasonic wave was switched off and a background image of the crystal without sound was captured 

– just such a situation operated by the optical setup controller is demonstrated in Fig. 8.2.4 in section 8.2.1; (3) it 

was then subtracted from the image recorded at the first step to get a difference image without a background 

noise. The cycle was operated by the optical controller automatically and was applied to each single individual 

measurement procedure. 

8.4 Results and Discussion 

8.4.1 Visualization of Ultrasonic Beams in the Loss Samples 

Ultrasonic beams were visualized in two loss samples, Uj1 and Uj2, described in section 2.3, (Fig. 2.3.1). 

Each of them had mechanical damages on one of their faces. In the experiments, it did not deteriorate images 

obtained from the sample Uj1 significantly but certainly did so for the sample Uj2 screening a part of the sound 

field to be mapped into the optical image captured by the camera. 

The two loss samples investigated in the experiments had different designs: in the Uj1, the transducers 

were located in the center of the crystal; in the Uj2, they were located in a position close to one of the crystal 

boundaries. As seen in Fig. 8.4.1 (c) on the next page, it results in “pure propagation” of an ultrasonic wave in 

the Uj1: it propagates not touching the boundaries. At the same time, in the Uj2 it touches, although very slight-

ly, a top boundary of the crystal (picture (e)). However, it is difficult to conclude something more certain from 

this picture because of: (1) the ultrasonic beam seems to propagate a bit up from the emitting transducer. This 

effect could have been seen better if there had not been a screening effect from the damaged zone of the crystal 

(picture (b) in Fig. 8.4.1 and Fig. 2.3.1 (b) in section 2.3); (2) there is some imperfection in the crystal structure 

itself that seems to scatter ultrasonic waves. This imperfection is seen best of all in picture (b) where an image is 

presented of the crystal itself obtained from a non-diffracted light beam. It was also visible to the naked eye at 

thorough examination of the crystal. 

Deflection of the ultrasonic beam also appears to take place in picture (f) but here the beam seems to prop-

agate down. These deflection effects might have been a consequence of inaccurate orientation of the crystal with 

respect to the crystallographic direction [110] that causes deflection of the group velocity vector (the sound 

beam) from the wave vector. There was a high probability, however, it resulted from an improper adjustment of 

the optical setup that requires further investigation. 

In experiments with Uj1, no particular effects were observed except the fact that in picture (d) there was no 

sound field observed immediately in front of the emitting transducer. For the time being, this fact is inexplicable 

but apparently, it is connected with geometry of the acousto-optic interaction used in the experiment, that is, 

with adjustment of the optical setup. 

Because only qualitative results were of interest, some of the images in Fig. 8.4.1 were additionally pro-

cessed with an image editor to better reveal a structure of the sound field examined. Therefore, quantitative 

comparison of these images would be incorrect. Anyway, observation of smooth fields in sample Uj1 and dis-
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turbed ones in the Uj2 can seem to serve an explana-

tion of greater insertion loss of Uj2 measured in 

sections 3.1 and 4.1. 

Another certain conclusion that can be inferred 

from the results presented is that ultimate under-

standing of the ultrasonic wave behavior in the loss 

samples could have been achieved only with a 

greater number of samples examined. At the same 

time, as seen in Fig. 8.4.2 [15], the developed tech-

  

(a) Uj1, sound wave switched off (b) – Uj2, crystal itself 

  

(c) Uj1 driven with the 35 µs RF pulse from the left. Expo-
sure time 15 s, gain of the camera 10 dB. 

(d) Uj1 driven with the 35 µs RF pulse from the right. 
Exposure time 15 s, gain of the camera 10 dB. 

  

(e) Uj2 driven with the 36.5 µs RF pulse from the left. Ex-
posure time 20 s, gain of the camera 0 dB. 

(f) Uj2 driven with the 36.5 µs RF pulse from the right. 
Exposure time 20 s, gain of the camera 0 dB. 

Fig. 8.4.1. Results of visualization of sound fields in the loss samples. (a) – Uj1, background image; (b) – Uj2, image of 
the crystal itself, sound is switched off;  (c), (d)  – Uj1, sound field in the crystal; (e), (f)  – Uj2, sound field in the crystal. 
The light pulse duration is 0.5 µs. The crystal sizes are 21.3×12 mm (Uj1) and 23×12 mm (Uj2). 

 
 

Fig. 8.4.2. A near-field structure of the SSW field observed 
from the forbidden [11̄0] direction. (Taken from [15]). 
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nique produce quite satisfactory results in mapping a sound beam observed from the forbidden direction: the 

near field structure of the radiated ultrasonic beam is distinguishable. 

8.4.2 Visualization of Ultrasonic Beams and Pulses in the TIRUS 

Unlike the experiments with the “Loss samples”, those with the TIRUS samples could be conducted not 

only to visualize ultrasonic beams propagating along the [110] direction of the TeO2 crystal but also to visualize 

waves propagating along the [001] direction. It is connected with two factors: (1) in the TIRUS design there are 

two different transducers that can emit ultrasonic waves into two orthogonal directions, [110] and [001]; (2) an 

ultrasonic beam excited by either of two transducers reflects from a tilted surface of the TIRUS and changes its 

propagation direction into a perpendicular one. 

Results of visualization of shear slow waves (pure modes) radiated by the transducers into the [110] direc-

tion of two TIRUS samples Uj3 and Uj4 are presented in Fig. 8.4.3, (a) and (b) respectively. An active (emit-

ting) transducer is depicted with a green line, a passive – with the red. 

As seen from the figures, the observed ultrasonic beams are on the whole similar to each other in their 

structure but the details are different. For example, an area just in front of the emitting transducer in the sample 

Uj3 is dark whereas in the sample Uj4 it is bright. In addition, diffraction divergence observed in the right part 

of the image is more explicit and the beam waist is also shaped more explicitly in Fig. 8.4.3 (b) than in (a). De-

spite all these distinctive qualitative differences, ultimate conclusions about a real field distribution can be done 

only after improvement of experimental technique and conducting a quantitative analysis of additional data ob-

tained with it. 

Although the reported data are not of a proper quality for a quantitative analysis of the sound field distribu-

tion, the developed technique itself is perfectly suitable for a study of propagation and reflection of ultrasonic 

pulses in the TIRUS body. Some unexpected results obtained in such a study of the TIRUS sample Uj3 are pre-

sented in Fig. 8.4.4. 

The picture in Fig. 8.4.4 (a) was obtained at an intermediate stage in the TIRUS fabrication process when 

an inclined surface of the crystal had not been yet made. Examination of the entire light diffraction pattern 

caused by ultrasonic waves showed that a light response from a longitudinal wave emitted by the shear wave 

  
 a b 

Fig. 8.4.3. A SSW in the TIRUS propagating in the [110] direction. Ultrasonic pulse duration is 35 µs, exposure 
time 15 s; a – sample Uj3, no camera gain; b – sample Uj4, camera gain 10 dB. Yellow lines depict the crystal 
boundaries, red – a visible area in the experiments. 
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transducer into the [001] direction was much 

easier to observe than to detect a sought shear 

wave. In the experiment, the top transducer 

was excited by a 3 µs RF pulse with carrier 

frequency of 27 MHz and an optical response 

from the longitudinal wave was filtered with 

the aperture (see Fig. 8.2.1) to record an im-

age of the emitted ultrasonic pulse. As seen 

from Fig. 8.4.4, the ultrasonic pulse field has 

a typical near-field structure and occupies the 

full height of the crystal because the flight 

time of the longitudinal wave across it is 

~3 µs. The longitudinal wave is emitted because the transducer of 163° y-cut LiNbO3 generates not a pure shear 

acoustic mode but a quasi-shear one with the angle between the displacement vector and the wave front ~2°. 

Although the intensity of this wave is much less than that of the shear wave, at least by 26 dB, it was easily ob-

served due to a rather great value of its acousto-optic figure of merit M2=34.5×10-15 s3/kg [19]. Obviously, its 

presence can cause spurious signals in the TIRUS if a high dynamic range is of concern. 

Another effect causing spurious signals observed in visualization experiments was an unexpected occur-

rence of a satellite ultrasonic pulse due to a mismatched size of the top transducer, which is demonstrated in 

Fig. 8.4.4 (b). A 10 µs probing RF pulse is emitted by the top (green) transducer into the [001] direction and 

after reflection from the inclined face travels in the [110] direction towards the red transducer on the left side of 

the crystal. One can see, however, that behind it there is a weak image of a second, satellite pulse of the same 

duration, travelling in the same direction (the image is post-processed to emphasize the satellite pulse). This 

satellite pulse is a result of reflection of a small part of energy of the initially emitted pulse that reaches the crys-

tal bottom face parallel to the top face. Returning to the top face, it re-excites a part of the transducer, which re-

emits one more pulse from its entire surface covered with electrodes. The re-emitted pulse repeats the path of 

the first pulse reflecting from the inclined face and emerging behind the first one delayed by 12 µs, which is just 

the time for passing the double height of the crystal. The visualized effect manifested itself in the time gated 

experiments as a spurious second pulse train (see Fig. 4.2.1 in section 4.2) at the TIRUS output. 

8.4.3 Conversion of a SH-wave into a Longitudinal One on Normal Reflection From a Free Flat Sur-

face 

Theoretically, there should be no conversion of a shear horizontal (SH) plane bulk elastic wave into other 

acoustical modes on its reflection from a flat interface in an isotropic medium [20]. The same holds true for an 

anisotropic medium if the incident SH-wave is a pure mode because in this case its displacement vector lies in 

the reflecting surface and its projections on the displacement vectors of two other eigen waves of the medium 

are equal to zero. In this section, we report experimental results on visualization of the SH-wave conversion 

into a longitudinal one on its normal reflection from a (001) free face of the TeO2 crystal, which is just a 

mentioned type of reflection [16]. 

 

 

Probing pulse Satellite pulse 

Transmitting  transducer 

[001] 

[110]  

 a b 

Fig. 8.4.4. A longitudinal wave excited by a shear wave transduc-
er (a) and a satellite pulse caused by re-excitation of the top trans-
ducer (b). The sample studied is Uj3. Duration of ultrasonic puls-
es is 3 µs (a) and 10 µs (b). Yellow lines depict boundaries of the 
crystal. Picture (a) is obtained at an intermediate stage of the 
sample fabrication process. The red line in it shows a position of 
an inclined surface of the crystal to be done at the next stage. 
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The reflection process is shown in Fig. 8.4.5 where the ultrasonic pulses recorded in successive moments 

of time are presented. The left column of pictures represents a longitudinal wave, the right column – a shear 

wave, which is of a SH-wave type because it is polarized normal to the plane of the picture. Both studied waves 

(pulses) are emitted into the [001] direction by the shear wave transducer located on the top face of the crystal, 
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Fig. 8.4.5. Conversion of the SH wave into a longitudinal one on its normal reflection from the face (001) of the TeO2 crystal. 
a, b, c – propagation, reflection and emergence of the longitudinal waves; d, e, f – propagation and reflection of the shear 
wave. Duration of the radiated pulses is 1 µs, the carrier frequency is 27  MHz. 
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the situation considered in the previous section. Duration of the radiated pulses is 1 µs, the carrier frequency is 

27 MHz. 

Time markers in the right low corners of the images display moments of time when the images are taken 

with the camera. They are counted from the moment of the top transducer excitation by a probing RF pulse tak-

en as a zero point on the time scale. The first pair of images taken at 1.5 µs (a and d) are selected simply to por-

tray both the longitudinal and the SH waves radiated. As is seen from the pictures, the spatial length of the lon-

gitudinal pulse is twice as large as that of the shear one because the longitudinal wave is approximately twice 

faster than the shear one. There is nothing unusual in these images. 

On the contrary, images b and e taken at 6.1 µs depict an unexpected phenomenon: a longitudinal wave 

emerges (image b) from that place on the bottom face of the crystal where the shear wave, initially radiated from 

the top transducer, strikes it (image e). By this moment (6.1 µs), the initially radiated longitudinal wave pulse 

has already reflected off the bottom and has reached the top face reflecting from it, that is, it cannot be a source 

for the longitudinal wave emerging at the bottom face. The last pair of images (c and f) displays the develop-

ment of the process: both the emerged longitudinal and the reflected from the bottom shear waves move toward 

the top face of the crystal whereas the originally radiated longitudinal wave reflected from it moves to the bot-

tom repeating a cycle. 

The only reasonable conclusion that can be drawn from what is presented in images b, e, c and f of 

Fig. 8.4.5 is that the observed phenomenon is partial conversion of the incident SH wave into a longitudi-

nal one on its reflection from the bottom face of the crystal. This is theoretically inexplicable because the 

displacement vector of the incident SH wave lies in the reflecting plane, in which case no longitudinal wave can 

emerge at the bottom. Thus, the results obtained have raised the question of what is the reason for the observed 

phenomenon. A possible reason for the observed theoretically impossible for plane waves conversion of the 

pure SH-wave pulse into a longitudinal one on its normal reflection might be conversion of some plane-

wave spectral components of the incident shear wave ultrasonic beam slightly deflecting from the [001] 

direction. The displacement vectors of these waves might lie out of the (001) plane and consequently can have 

[001] components to generate a longitudinal wave. Anyway, the described finding requires further research in-

cluding both an experimental confirmation of the observed conversion and a theoretical analysis of spatial prop-

erties of the incident ultrasonic beam including calculation of its angular spectrum. 

8.4.4 Displacement of an Ultrasonic Beam on Oblique Reflection from a Free Flat Surface 

The material in this section is presented closely following [17]. A phenomenon reported has, to the best 

of our knowledge, never been observed or theoretically predicted before. It is a displacement of an ultra-

sonic beam (pulse) on its reflection from an oblique free flat surface. The displacement of an ultrasonic 

beam on its reflection from a flat surface is a well-known phenomenon that has been repeatedly observed by 

many researchers since the middle of the last century. These displacements, however, were observed exclusively 

when an incident beam reflected either from an interface between an examined medium and another liquid or 

solid, or a reflecting surface was disturbed by a periodic spatial structure on it [21]. In which cases some types 

of surface waves could be excited by an incident ultrasonic beam that caused a displacement of the reflected 

beam. No such waves can be excited by a SH bulk wave incident on the free flat surface. 
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The discussed phenomenon was discovered 

in the analysis of processed data when corre-

sponding images of incident and reflected 1 µs 

pulses were superimposed to get combined imag-

es consisting of both incident and reflected pulses 

put together into one image. One of such images 

combined from images of Fig. 8.3.2, (b) and (d), 

is shown in Fig. 8.4.6. A significant difference 

between pulses lengths is connected with the dif-

ference between their velocities. As seen from the 

figure, the reflected pulse is shifted up with 

respect to the incident one approximately by a 

third of the size of the latter. As to the beam 

displacement, it can be inferred from the ob-

served gap ∆ between the virtual boundaries of the incident and reflected beams indicated with the or-

ange lines. The demonstrated picture is one from a sequence of images recorded one after another with a 0.1 µs 

interval. Other pictures from the sequence display similar shifts. Thus, one can conclude that the phenome-

non observed takes place at least for the considered geometry of the TeO2 crystal. 

For the time being, there is no satisfactory explanation of the observed phenomenon. It follows from the the-

ory of the beam displacement [22] that it can be treated as a phase shift between incident and reflected beams on 

a virtual plane in the vicinity of the reflecting boundary. Since in the experiment the observed beams are shifted 

from the reflecting boundary because of a screening effect of a 0.2 mm chamfer, a similar phase shift can result 

in the observed displacement. There may be, however, another reason that should be analyzed. Because TeO2 is 

a piezoelectric material, although a weak one, a possible excitation of Bleustein–Gulyaev waves might occur 

[23], which changes boundary conditions and leads to the displacement of the beam. 

8.5 Conclusions 

An acousto-optic technique incorporating a principle of accumulation of a vast number of light pulses dif-

fracted by an acoustic wave has proved to be suitable for imaging of shear wave acoustic fields observed in the 

TeO2 crystal from the “forbidden” [11̄0] direction. Its application made it possible to trace propagation and re-

flection of ultrasonic pulses in real time and to get images of ultrasonic beams structures. As a result, an “effect 

of a satellite pulse” caused by imperfection of the sensor design that led to appearance of spurious signals at the 

TIRUS output reported in section 4.2 was observed and explained. A spurious longitudinal wave generated by a 

shear wave transducer was discovered that can be an explanation of appearance of longitudinal waves in the 

sensor body observed in the previous research [1]. 

Some minor effects, inexplicable for the time being, such as deflection of an ultrasonic beam from the 

normal to the emitting transducer or a dark zone in front of it observed in particular experimental samples re-

quire additional investigations with a more number of experimental samples to be explained. 

 
 

Fig. 8.4.6. Displacement of a reflected ultrasonic beam. The 
intersection point of the reflected pulse rear and the reflecting 
plane is shifted up with respect to that of the incident pulse. 
A real displacement of the beam is determined by a gap ∆ be-
tween virtual boundaries of the incident and reflected beams 
indicated with orange lines. 
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Two effects that have apparently never been observed before were discovered, a displacement of an ultra-

sonic beam on its reflection from a free flat surface and conversion of an incident SH-wave into a longitudinal 

one. These findings are the most important results obtained in optical visualization experiments therefore the 

observed phenomena require further research into their nature including both an experimental study of them and 

a theoretical analysis of spatial properties of incident ultrasonic beams including calculation of their angular 

spectra to be verified and confirmed. 
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9 Modeling of ultrasonic beams and calculation of diffraction losses in the TIRUS 

List of Symbols  

Latin alphabet 

a radius of a circular transducer 

a complex amplitude of a plane wave 

aα complex amplitude of the wave mode α 

A and Ai the normalized polarization vector and its components 

Aα and α
xA , α

yA , α
zA  the normalized polarization vector of mode α and its components 

bα complex amplitude of a reflected wave of mode α 

c and cijkl  the stiffness tensor and its components 

k and k the wave vector and its length 

kα the wave vector of mode α 

k|| length of in-plane projection of the wave vector 

kx, ky components of in-plane projection of the wave vector 
α
zk  z-projection of the wave vector of mode α 

Lα a specific vector of the Stroh formalism 
i
αL  and i

xLα , i
yLα , i

zLα  vector Lα for the incident wave of mode α and its components 

r
αL  and r

xLα , r
yLα , r

zLα  vector Lα for the reflected wave of mode α and its components 

m unit vector corresponding to the direction of in-plane projection of the wave vector 

n and nj unit vector corresponding to normal to a boundary plane and its components 

N̂  a matrix of the Stroh eigenproblem 

pα eigenvalue of the Stroh problem 

Pα the Pointing vector for mode α 

q unit vector of the wave normal 

r radius vector 

S a normalized distance from the source to the receiver 

T0 and 0
xT , 0

yT , 0
zT  an angular plane wave spectrum (Fourier transform) of the traction force at a bounda-

ry plane 

t time 

u and ui the displacement vector and its components 

U an angular plane wave spectrum (Fourier transform) of the displacement field 

U0 and 0
xU , 0

yU , 0
zU  an angular plane wave spectrum of the displacement field at a boundary plane 

v velocity of the sound wave 

xi coordinates of the radius vector 

x, y, z Cartesian coordinates associated with the calculation planes where z is a beam propagation direc-

tion 
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Fig. 9.1.1. The TIRUS design. Transducers on the left 
and top sides of the crystal are of 4×6.5 mm size. They 
are made out of the LiNbO3 plates and transmit or re-
ceive a shear wave polarized perpendicular to the plane 
of the picture. This picture is the same as Fig. 2.2.1 
appeared in a section describing the TIRUS concept. 

 

Greek alphabet 

α index of the plane wave mode in the crystal 

λ wavelength of sound 

ξα eigenvector of the Stroh problem 

ρ density of the material 

σ and σij stress tensor and its components 

Σ and Σij an angular plane wave spectrum (Fourier transform) of the stress tensor and its components 

τ and τi the traction force at a boundary plane and its components 

τα and ατx , ατ y , ατ z  the traction force at a boundary plane for mode α and its components 

ω cyclic frequency 

Introduction 

Spatial properties of an ultrasonic beam in the TIRUS determine its behavior as a sensor. Unexpectedly 

large insertion losses obtained in electrical experiments posed a problem of modeling ultrasound beam propaga-

tion in the TIRUS. This can provide needed information to analyze possible reasons of such behavior. Modeling 

of the beam propagation was expected to answer two questions concerning operation of the TIRUS. Firstly, 

whether some unusual mode conversion is possible on a reflecting plane which is the sensitive surface of the 

TIRUS. Secondly, what diffraction losses the sound beam experiences during its propagation from an emitting 

transducer towards a reflecting plane and after its reflection towards a receiving transducer. Thus, the modeling 

includes two procedures, one for calculation of diffraction effects in a freely propagating ultrasonic beam, and 

another, for calculation of the beam field after reflection from the boundary plane. 

9.1 Modeling of an Ultrasonic Beam Propagation 

9.1.1 Choice of a Model 

The approach to analysis of known ultrasonic beam models applicable to the TIRUS case should start from 

consideration of the TIRUS design itself. Taking into account specific properties of the considered design, one 

can filter those models that better represent physical mechanisms underlying principle of operation of the  

TIRUS. 

As seen from Fig. 9.1.1, the TIRUS design in-

cludes as main constructive elements, besides the 

TeO2 crystal itself, a free reflecting surface and two 

piezoelectric transducers. The latter are shear wave 

transducers made of the y+163º cut of LiNbO3. They 

generate a quasi-shear (QS) wave with the angle be-

tween its polarization and wave vectors equal to 91.7º 

[24]. That is, the difference of the QS-polarization 

from that of a pure transverse mode is only 1.7°, 

which for the purpose of the current research can be 

neglected. The transducers operate at the frequency 
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27 MHz, their size is 4×6.5 mm with the shorter size along the [001] direction. They are bonded to the crystal 

with overall thickness of bonding layers as small as 1 µm so their influence can also be neglected. Thus, a natu-

ral assumption of the transducer as a uniform force applied in the free (110) plane of the TeO2 crystal across the 

radiating area seems reasonable for the problem of modeling the beam radiated. 

Because of interest in their applications to the NDE purposes, a wide variety of techniques for modeling ul-

trasonic beams in anisotropic solids have been developed in recent three decades. Early developments are re-

viewed in [25, 26], more recent in [27, 28]. The vast majority of them analyze a typical “immersed” NDE situa-

tion when an ultrasonic wave is excited in solid by an external ultrasonic beam incident at its surface from a 

fluid medium. Although this is not the considered case of a SH wave excitation from a surface of the crystal and 

not each of the developed approaches can be applied to the TIRUS directly, most of them are of use while ana-

lyzing the issue of which of the modeling techniques can be most beneficial for the case considered. 

The developed techniques can be divided into a few categories: (1) those exploiting Green’s functions rep-

resenting point sources; (2) the angular plane wave decomposition of the wave field; (3) a point source synthesis 

approach; (4) multiple Gaussian beams superposition; (5) finite element modeling (FEM). They naturally differ 

in their computational power and also in the assumptions put into the underlying procedures and the spheres of 

their applications. 

The FEM technique is the most calculation intensive. With the wavelength of the ultrasonic wave radiated 

by the transducer being 23 µm and the sensor body of 23×12×10 mm in size, assuming 6 elements per wave-

length [29], the number of nodes necessary to build a 3D mesh over the whole crystal should have been 

1000×522×435×63=1.7⋅1011. This is well known practical restrictions of the finite element method, therefore 

with it usually 2-D problems are analyzed when ultrasonic beams in fluid medium are modeled [30]. The 

TIRUS case cannot be reduced to such an approach because divergence of the sound beam in differently orient-

ed cross-sections differs considerably. Calculation of a full 3D mesh is computationally very expensive, and for 

this reason, it is impossible to use FEM in the frame of the current project. 

The use of the Green’s function approach [31] and angular plane wave decomposition method [32, 33] en-

ables to model ultrasonic beams using moderate requirements to the computer power. These two methods are 

very similar with regard to numerical implementation and differ only in formulation of boundary conditions. In 

the Green’s function method, the radiation caused by a force load is considered whereas in the plane wave de-

composition method, diffraction effects in the sound wave propagation in the medium without any applied forc-

es are studied. Both methods can be effectively implemented using the fast Fourier transform. However, they 

cannot be readily applied in the far field because of difficulties with integration of fast-oscillating integrands. 

This problem is usually avoided by applying the method of stationary phase [33]. Such an approach also some-

how reduces computational requirements, but gives rise to another problem of finding positions of stationary 

points, which can be not a trivial task. 

The method of point source synthesis [28] is an approximate method for calculation of sound fields. It uses 

point directivity patterns and is based on the far-field approximation, but might possibly give good results at 

intermediate distances too. Computational requirements are comparable with those of stationary phase methods. 

The method fails for directions in which there is a singularity on the slowness surface. 
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The method of Gaussian beam superposition [35] is the fastest one among those used for calculation of ul-

trasonic fields. It uses far-field approximation and does not take into account variations of the wave polarization 

inside each of Gaussian beams. Therefore, it is almost certainly not suitable for application to the TIRUS case 

because of change in the polarization within ultrasonic beams propagating in the sensor body, which in the TeO2 

crystal takes place and is especially noticeable in the [001] direction. 

Considerations made in [26] and [28] show that Gaussian beam superposition fails in calculation of the 

field in the vicinity of the transducer. At the same time, techniques using the Green’s function approach or the 

plane wave decomposition operate better in the near field than in the far field. As the TIRUS design supposes 

that the near field zone of the emitting transducer is ~15-20 mm [1], it seems reasonable to use one of these two 

techniques to model the ultrasonic beam. In further sections an approach realizing a plane wave decomposition 

technique is developed and tested. 

9.1.2 A Plane Wave Decomposition Method 

The plane wave decomposition technique [33, 35] enables an ultrasonic displacement field to be calculated 

at any point of a half-space given the field distribution is known at its boundary. If an assumption is made that a 

transducer contacting the boundary determines displacements at it, this technique can be applied to the TIRUS 

case with the crystal treated as a half-space. It differs from the assumption about the transducer as a force uni-

formly distributed over its radiating surface, made in the previous section, but is a reasonable alternative to sim-

plify the problem being solved. We consider a situation when the transducer size is much greater than the wave-

length, which also supports this assumption. 

Acoustic wave propagating in an anisotropic medium satisfies the wave equation [5] 

 2

22

t
u

xx
uc i

kj

l
ijkl

∂

∂
ρ=

∂∂
∂ , (9.1.1) 

where ijklc  is the stiffness tensor and ρ is the medium density. Its plane-wave solution for the displacement field 

 )](exp[),( tiat ω−⋅= rkAru , (9.1.2) 

where a is a scalar amplitude, A is a normalized polarization vector, which coincides with the direction of a dis-

placement vector u; r is the radius vector, qk )/( vω=  is the wave-vector, ω is a cyclic frequency, v is a phase 

velocity of the wave, t is time and q is a unit vector of the wave normal. Substitution of a plane wave solution 

into the wave equation yields a Christoffel equation 

 ilkjijkl AvAqqc 2ρ= . (9.1.3) 

Solving the eigenvalue problem for this equation produces polarization vectors βA  and associated phase veloci-

ties βv . In an anisotropic medium there always exist three solutions (denoted with subscript β) corresponding to 

three waves, generally one quasi-longitudinal and two quasi-shear ones, propagating in a chosen direction of the 

wave normal q. 
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Equation (9.1.1) is a linear homogeneous differential equation, so any linear combination of its solutions 

also satisfies it and can be combined into a single generalized solution 

 ∫ ∫ ∑∫
∞

∞−

∞

∞− =α
ααα

∞

∞−
ω−⋅ω=

3

1
)](exp[),,,( tiadkdkdtzyx yx rkAu . (9.1.4) 

(Here and in the following text Greek indexes are used as free indexes and don’t mean summation if repeated, 

so we use explicit summation sign for α.) Such a representation of the wave field is the main idea of the plane 

wave decomposition method: any given solution can be described as a sum of the plane wave solutions. Integra-

tion is performed only over two components of the wave vector xk , yk . The third component α
zk  cannot be 

arbitrary as it depends on the two other components. It is allowed only three values ),( yxz kkk α , 3,2,1=α , each 

of them having its own polarization αA . (The reason why polarization vectors are here denoted having sub-

scripts α instead of subscripts β introduced earlier will become clear from the following discussion). Consider-

ing only monochromatic waves, integration over ω can be omitted as well as harmonic dependence on time: 

 ∫ ∫ ∑
∞

∞−

∞

∞−

α

=α
αα += yxyxyxzyxyx dkdkykxkizkkkikkkkazyx )](exp[]),(exp[),(),(),,(

3

1
Au . (9.1.5) 

The solution of the problem (9.1.1) written in a form of (9.1.5) clearly indicates its connection to a Fourier trans-

form. Putting z = 0 we obtain 

 ∫ ∫
∞

∞−

∞

∞−
0 += yxyxyx dkdkykxkikkyx )](exp[),()0,,( Uu . (9.1.6) 

where the Fourier expansion coefficients ),(0 yx kkU  are related to polarizations of different modes 

 ),(),(),( 0

3

1
yxyxyx kkkkkka UA =∑

=α
αα . (9.1.7) 

The expansion coefficients are obtained directly from the field distribution )0,,( yxu  across the initial plane as 

 ∫ ∫
∞

∞−

∞

∞−
+−= dydxykxkiyxkk yxyx )](exp[)0,,(),(0 uU . (9.1.8) 

The plane wave decomposition (9.1.5) relates a displacement ),,( zyxu  at an arbitrary point of space to the 

field distribution )0,,( yxu  over the plane z=0. In application to the TIRUS design, this enables a 3D sound field 

distribution in the sensor body to be calculated provided its distribution across the transducer area is given. A 

most efficient way to calculate a full 3D field is to compose it from a set of planes parallel to the boundary plane 

z=0. In this case, the field distribution across every such a plane can be calculated numerically by means of the 

fast Fourier transform using (9.1.5). 

The wave propagation over the distance z can be viewed as an effect of a linear filter described by a com-

plex response function ]),(exp[ zkkki yxz
α  applied to a Fourier decomposition of an original field distribution. 
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Fig. 9.1.2. Acoustic modes to be taken into account in 
the plane wave decomposition. Given a component kx, 
three plane waves with different polarizations propa-
gating in different direction have to be considered. The 
image is taken from [35]. 

This filter affects each possible polarization mode ),( yx kkαA  differently, therefore a Fourier expansion of the 

original field ),(0 yx kkU  should be decomposed into just these polarizations. Coefficients ),( yx kkaα  in the 

equation (9.1.7) are projections of vector ),(0 yx kkU  onto a not necessarily orthogonal coordinate system made 

out of polarization vectors ),( yx kkαA . They can be found [36] from a matrix equation 
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Generally, polarization vectors αA  in this expression are not mutually orthogonal, unlike polarizations βA  

obtained by solving Christoffel equation (9.1.3). It is connected with the difference between an approach used to 

study propagation of plane elastic waves in crystals and that used to decompose a given distribution of a wave 

field on a plane into a sum of plane waves that contribute to this distribution. The latter is just a problem consid-

ered here. In the first case, a specific selected direction in 

a crystal is considered and the solving a wave equation 

(9.1.1) gives three solutions in a form of three plane 

waves with mutually orthogonal polarizations. In the se-

cond case, all plane waves in the crystal having the same 

components kx, ky of their wave vectors are considered, 

and these waves, generally, can belong to different 

“branches of the wave field” having different propagation 

directions determined by different slowness surfaces. As a 

result, their polarizations are not orthogonal. Thus, speci-

fication of xk  and yk  necessary as a first step in decom-

position of a given field distribution into a plane waves 

spectrum leads to three different propagation direction of 

its components, which is illustrated in Fig. 9.1.2. 

9.1.3 Boundary Conditions in Terms of a Trac-

tion Force 

In the plane wave decomposition method the source can be represented as a predetermined displacement 

field defined in a restricted area on the crystal surface. But such representation is not absolutely accurate be-

cause the displacement field outside the area is assumed to be zero. In reality, the outside region usually is a free 

surface that does not restrict movement of body particles. The correct way is to specify the source not by a dis-

placement of particles, but as a force applied to the surface. In this case, the force outside the transducer region 

can be assumed to be zero that corresponds to the correct boundary condition for the free surface. The plane 

wave decomposition method can be extended to specify boundary conditions in terms of a traction force on the 

boundary plane [32]. 
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The boundary conditions for displacements can be reformulated for forces by using the stress-strain law 

 
l

k
ijklij x

uc
∂
∂

=σ . (9.1.10) 

A traction force at a boundary interface is 

 jiji nσ=τ  (9.1.11) 

Let us find a traction force caused by the plain wave. A displacement field of the plane wave is described by a 

relation 

 )exp()( xkAxu ⋅= i , (9.1.12a) 

 )](exp[ 332211 xkxkxkiAu ii ++= . (9.1.12b) 

and has following coordinate derivatives 

 )](exp[ 332211 xkxkxkikA
x
u

lk
l

k ++=
∂
∂

. (9.1.13) 

Substitution of the derivatives into the stress-strain law gives 

 ))(exp(),,( 332211321 xkxkxkinAkcxxx jklijkli ++=τ . (9.1.14) 

Dropping coordinate dependence to simplify notation we get the traction force as the following tensor product 

 nAkcτ ⋅⋅⋅= . (9.1.15) 

As seen from (9.1.15), the traction force τ  at the interface and the polarization vector A  of the plane wave are 

related by fairly simple expression. This demonstrates that amplitudes of plane waves may be found both for 

boundary conditions specified in terms of the displacement and for conditions in terms of traction forces at the 

source plane. Analogously to (9.1.9), amplitudes of the angular spectrum plane waves for boundary conditions 

specified as tractions can be found using 
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where ατ x , ατ y , ατ z  are components of vector nAkcτ ⋅⋅⋅= ααα  found for each of three different polarization 

modes ),( yx kkαA ; 0
xT , 0

yT , 0
zT  are components of vector ),(0 yx kkT  that defines Fourier spectrum of traction 

force specified at the boundary. As one can see, the expressions for amplitudes of the angular spectrum compo-

nents for displacement boundary conditions (9.1.9) and traction conditions (9.1.16) differs only in the transform 

matrix. This enables the same field calculation algorithm to be used for both types of quantities at the boundary. 
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Relation (9.1.16) along with representation (9.1.5) helps finding distribution of the displacement field giv-

en the traction force at the source plane. Similarly, the stress tensor can be found from the plane-wave spectrum. 

It can be done with the help of the Fourier-transformed stress tensor components defined as 

 ∑
=α

ααα ⋅⋅=
3

1
),(),( yxyx kkakk AkcΣ , (9.1.17) 

where ),( yx kkaα  is a complex amplitude of mode α  in the angular spectrum of the displacement field, αk  and 

αA  are the corresponding mode wave vector and polarization. To change (9.1.17) into coordinate representa-

tion, each of the stress tensor components ),( yxij kkΣ  should be inverse-Fourier-transformed. Note also that for 

obtaining coefficients ),( yx kkaα  from the arbitrary displacement field spectrum ),( yx kkU , the mode decom-

position similar to (9.1.9) should be done. However, this step is redundant if the radiated field is modeled with 

the plane wave decomposition (9.1.5), in which propagation of each wave mode is considered separately. 

Representing the stress tensor components by their Fourier spectra (9.1.17) has an advantage over using 

general equation (9.1.10), because it allows calculation of stresses directly from the angular plane wave spec-

trum and avoids calculation of spatial derivatives of the displacement field distribution. 

Summarizing, the formulated relation between the angular spectra of displacement and stress fields pro-

vides a calculation technique with boundary conditions defined in terms of traction forces at the boundary inter-

face that allows one to calculate a radiation field of the transducer easily. 

9.2 The Stroh Formalism for Modeling Ultrasonic Beams 

The Stroh formalism is a convenient approach to solving many dynamic problems where wave vectors and 

wave polarizations need to be found given only a projection of the wave vector on a plane. It deals with the situ-

ation when solutions of the three-dimensional problem are sought as functions depending only on two coordi-

nates, so reducing the problem to the two-dimensional case. The method allows finding plane waves that satisfy 

the wave equation (9.1.1) by solving an eigenproblem [37, 38] 

 ααα ξ=ξ pN̂ , (9.2.1) 

where N̂  is a specially built matrix that depends on a given wave vector projection (components of matrix N̂  

can be found in [38]). The wave vector projection is defined by its orientation m  and length 22
|| yx kkk += . As 

far as only two components xk , yk  of the wave vector are given, a real orientation of sought plane waves is not 

known and should be found by solving the eigenproblem. A unit vector m  that defines an orientation of the 

wave vector projection lies in the plane of interest defined by its normal n . This plane usually coincides with a 

real interface between considered media, but it is not necessary so – the theory remains valid for any arbitrary 

choice of a plane. The eighenproblem (9.2.1) always has six solutions [37, 38]. Six eigenvalues αp  determine 

missing components zk  of six wave vectors 
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 ||kpkz α
α = , 6...,,1=α . (9.2.2) 

Corresponding eigenvectors consist of two parts αA  and αL , each part being a vector value 

 







=ξ

α

α
α L

A
, 6...,,1=α . (9.2.3) 

The first vector αA  determines displacement polarization of the found plane waves 

 )]][(exp[),( || tpkit ω−+= ααα rnmAru . (9.2.4) 

The second vector αL  determines traction force caused by the mode α  on the plane of projection 

 )]][(exp[),( |||| tpkiikt ω−+−= ααα rnmLrτ . (9.2.5) 

Among the six found waves there may be both homogeneous and inhomogeneous waves. Homogeneous 

solutions correspond to bulk waves usually considered in infinite space. Inhomogeneous solutions have expo-

nentially increasing (decreasing) amplitudes, and this means that in an unlimited space they will grow to infini-

ty, which is physically meaningless. But if a physical boundary is present in the space, inhomogeneous solutions 

take on a meaning and can describe evanescent components of a field in the vicinity of the emitting transducer 

or surface waves. In this case, among all the mathematically possible solutions only those inhomogeneous 

waves that decay while propagating into the medium should be selected. Similarly, only those bulk waves that 

carry energy from the boundary into the medium are of interest in the task of radiation. Therefore, among the six 

mathematically possible solutions only three ones corresponding to physical aspects of the problem are selected. 

It is perfectly possible that the selected solutions will contain a mix of homogeneous and inhomogeneous waves. 

Note that the Stroh approach does not define actual amplitudes of waves, it only answers the question of 

what types of plane waves are possible in a medium given a projection of the wave vector on the plane of inter-

est. Representation based on projections of the wave vector is very useful for solving diffraction problems. It 

allows finding zk  components of wave vectors in an easy way, which is necessary to expand a source field giv-

en on the plane into an angular plane wave spectrum (9.1.5). 

The way in which a traction force is defined in solution (9.2.5) makes the described technique particularly 

suitable for solving reflection and transmission problems at the boundary. It enables boundary conditions on the 

interface to be determined immediately. 

Thus, even though Stroh formalism does not deal with any boundary condition directly, it proves to be 

very useful for solving all kind of problems where boundary conditions are defined on some plane. It suits both 

for the case of a real plane boundary between media and of an imaginary plane inside the medium. 

9.2.1 Application of Stroh Formalism to the Diffraction Problem 

Modeling of ultrasonic field propagation with angular plane wave decomposition integral (9.1.5) requires 

finding z-components of the wave vector along with mode polarizations for each projection of the wave vector 

on the source plane. Amplitudes of plane waves found from boundary conditions also require finding polariza-
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tion vectors to perform a projection onto a basis as it is done in (9.1.9) for displacements or in (9.1.16) for trac-

tion forces. Eigenproblem (9.2.1) formulated in the Stroh approach allows to solve this task immediately provid-

ing orientation of a boundary plane and two components xk , yk  of the wave vector lying in this plane. Missing 

z-components of the wave vector are determined from eigenvalues (9.2.2) and mode polarizations are obtained 

from (9.2.3). 

Equation (9.2.1) produces six solutions, from which only three have to be selected and used for calculation 

of the field distribution. Selected solutions have to meet criteria of transferring energy from the source plane 

into the medium (for bulk waves) or to decay during propagation into the medium (for inhomogeneous waves). 

It is imperative that both homogeneous and inhomogeneous waves have to be considered for decomposition of a 

source field into the angular plane wave spectrum. Homogeneous solutions are obviously included because they 

correspond to bulk waves. Inhomogeneous solutions describe those components of the source field that cannot 

propagate in the medium as bulk waves, but nevertheless are generated by the source excitation. The source is 

represented as an arbitrary distribution of the field at the boundary plane. Being arbitrary, such a distribution 

may contain spectral components that correspond to inhomogeneous waves which therefore have to be present 

in the decomposition to satisfy imposed boundary conditions. 

Eigenvalues αp  obtained by solving (9.2.1) can be either real or complex. In the case of being real, they 

correspond to propagating bulk waves and a direction of energy propagation can be found by projection of the 

Pointing vector αP  onto the plane normal n 

 0)(
2

**|| >+
ω

−=⋅ ααααα LALAnP
k

, (9.2.6) 

where symbol * denotes complex conjugation and positive projections are sought solutions. Complex 

eighenvalues correspond to inhomogeneous waves. They always come in complex-conjugated pairs, so one val-

ue corresponds to a wave with an increasing amplitude, whereas the other corresponds to a decaying inhomoge-

neous wave. Obviously, only latter solutions have to be selected and this can be done by inspecting a sign of the 

imaginary part 

 0]Im[ >αp . (9.2.7) 

Using criteria (9.2.6) for real eigenvalues and (9.2.7) for complex ones, one can determine a proper 3D basis 

formed out of the plane wave polarizations Aα in decomposition (9.1.5). The same basis should be used to find 

amplitudes of plane waves from displacement boundary conditions using (9.1.9) or from the traction boundary 

conditions using (9.1.16). 

9.2.2 Using the Stroh Formalism to Find a Field After Reflection 

The sensitive face of the TIRUS is the crystal face where reflection of the sound beam occurs. The config-

uration of the sensor was specially designed to avoid mode conversion on reflection, but it was developed using 

a very simple model of a plane wave reflecting from a plane surface. In reality, the beam has a complex field 

distribution and should be represented by a whole spectrum of plane waves incident on the boundary. Some 
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components of this angular spectrum can possibly be reflected in a specific way, so an additional analysis is 

necessary to confirm that the reflection process does not deteriorate the beam upon reflection. 

To find reflection and transmission coefficients for a plane wave incident on a boundary interface between 

two media, a conventional procedure [5] can be applied. This procedure implies finding wave vectors of the 

involved plane waves that are to have equal projections onto the interface. In this context, the Stroh approach is 

readily applicable to solving this task, because it operates with waves having specified projections of wave vec-

tors. Wave vectors and polarizations of waves involved into reflection (or refraction) from the interface can be 

easily found by solving eigenproblem (9.2.1). Its solution produces six roots, but for a given orientation of the 

boundary plane, only three waves are selected for each half-space taking into account consideration of the ener-

gy flow. For the refraction problem, the adjacent media are on both sides of the interface, therefore two different 

eigenproblems should be solved for each medium separately. In the case of reflection from a free surface, one 

eigenproblem is solved. Three solutions of this eigenproblem are associated with incident waves and other three 

with reflected waves. Reflection and transmission coefficients can be then calculated using obtained polariza-

tions of acoustic modes by means of solving a system of equation composed to satisfy proper boundary condi-

tions. 

In addition, in the case of a free surface, the only boundary condition to be satisfied is that mechanical trac-

tion must be zero over all the surface of interest: 

 0=σ jij n . (9.2.8) 

This means that the sum of traction forces caused by all incident and reflected waves should be equal to zero. 

For each projection of the wave vector specified by its components yx kk ,  there will be three different 

plane waves from the angular plane wave representation with different component α
zk . These waves should be 

considered simultaneously as three incident waves generating three reflected waves. Amplitudes of incoming 

waves αa  are assigned by components of the angular spectrum, and amplitudes of reflected waves are to be 

found. After finding amplitudes of reflected components, the reflected beam can be reconstructed in a usual way 

as a Fourier integral over all plane waves. 

The traction force in equation (9.2.8) could be calculated from polarizations and amplitudes of the found 

waves using the stress-strain relation (9.1.10), but there is no need to do it this way. The Stroh formulation pro-

vides a necessary traction force as eigenvalue component αL  (9.2.3), so equation (9.2.8) may be rewritten as 

 0
3

1

3

1
=+ ∑∑

=α
αα

=α
αα

ri ba LL , (9.2.9) 

where αb  are amplitude coefficients of the reflected waves, i
αL  and r

αL  are traction parts of eigenvectors. All 

traction vectors for incoming i
αL  and reflected r

αL  waves are found from the same eigenproblem (9.2.1) and 

are intermixed between six eigenvectors. Three vectors for incident waves are to be separated from the three 

associated with reflected waves using criteria based on consideration of energy flow. Real-valued solutions cor-

responding to bulk waves are selected using the criterion (9.2.6) derived earlier, while complex-valued solutions 
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are selected using (9.2.7). Being real-valued or complex-valued (or both), selected eigenvectors correspond to 

three reflected, i.e., outgoing waves. Due to the symmetry of the task, other three eigenvectors correspond to the 

incoming waves. 

System of equations (9.2.9) can be reformulated in a matrix form as 
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. (9.2.10) 

Quantities αb  can be found by inversion of this matrix equation. They represent amplitudes of plane waves with 

projections yx kk ,  in the angular plane wave spectrum of the reflected beam. Repeating such calculations for all 

projections of the wave vectors enables the whole beam reflected from the boundary to be reconstructed. Further 

propagation of the reflected beam is modeled using already developed the angular plane wave decomposition 

method. 

9.3 Calculation of a 3D Structure of an Ultrasonic Beam in the TIRUS 

An approach to modeling of ultrasonic beams radiated into an anisotropic medium from a plane boundary 

developed in the current project is based on the plane wave decomposition of the displacement field in the crys-

tal. Numerical implementation of the field calculation procedure uses fast Fourier transform which exhibits in-

trinsic periodicity. This periodicity results in calculation artifacts caused by spatial aliasing: for large propaga-

tion distances side lobes of the beam reach boundaries of a calculation region and reappear wrapped on the other 

sides of the region. The negative effect of the aliasing can be reduced by increasing a size of the calculation re-

gion, so that the boundaries are moved away from the region of a high field “concentration”. Such an approach 

has a drawback because a number of points in the sampling grid should be increased in two dimensions, greatly 

increasing amount of numerical operations and total calculation time. 

An alternative approach that proved to be suitable to mitigate the effect of spatial aliasing was developed 

in the current work. The main idea behind it is to prevent wrapped components of the field from propagating 

back to the region of interest. To realize this approach the simulated field was calculated in steps starting from 

the source plane. At each step, the field was modified (“masked”) with a specific apodization function quickly 

approaching zero value near the edges of the calculation region. Such a technique resembles application of ab-

sorbing boundaries widely used in the FDTD modeling. An illustration of the calculation procedure is presented 

in Fig. 9.3.1. Each step should be small enough to prevent the wrapped field to develop and to leave a region 

where masking is performed. After masking done, the calculation should be restarted from the very beginning 

using the obtained field distribution as a source field. This procedure introduces some additional computational 

cost. The increase in complexity of calculations can be estimated as a constant factor not greater than 2, because 

instead of a single Fourier transform we need to perform two ones in each intermediate plane: an inverse trans-

form to recover the field and apply the mask, and a direct transform to resume calculations at the next step. The 

additional cost can be significantly reduced if apodization is applied not on every calculation plane, but only 

after some predefined number of steps. 
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Fig. 9.3.2. 3D distribution of the displacement field of a modeled sound beam. The 
field shows a good-shaped main diffraction lobe near the right edge. Color palette 
and transparency settings are arbitrarily adjusted for better visualization of the field. 
A 2D image of the beam obtained in the optical visualization experiment put in the 
picture for comparison resembles “an inverse shadow” of the calculated beam struc-
ture. 

A 3D distribution of the displacement field amplitude in the TIRUS calculated using the described 

technique is presented in Fig. 9.3.2. It reveals an unexpected at a glance fact of a focusing effect in the direction 

[001] where the transducer size is smaller and diffraction divergence of the beam has to be greater, which, of 

course, is a consequence of the crystal anisotropy. For comparison, a two-dimension projection of the actual 

field visualized in the experiment (see section 8.4.1, Fig. 8.4.2) with an acousto-optic technique is shown in the 

inset of Fig. 9.3.2. Its structure looks as a projection of the calculated ultrasonic beam although there is an 

obvious difference between two images: the beam visualized in optical experiments has well noticeable side 

lobes above and underneath of the main one that are absent in the calculated beam. This difference is only 

seeming and is connected with the palette chosen for presentation of the 3D image. 

9.4 Calculation of Diffraction Losses 

One of physical mechanisms contributing to the insertion loss of the TIRUS is diffraction losses caused by 

the beam divergence and the wavefront distortion of a propagating ultrasonic wave [39]. Therefore a first step in 

estimating them should be calculation of an ultrasonic field radiated by a transducer. Certainly, the calculation 

procedure to be used should be validated before its application to a real situation. To verify validity of the de-

veloped procedure it was compared with known solutions [40-42] that enabled the validity of the calculation 

algorithm to be confirmed. After that actual parameters of the medium and the transducer size corresponding to 

the TIRUS design were used to assess diffraction losses in the sensor. The results obtained are discussed in next 

sections. A specific result of the current research is computation of the diffraction losses along a two-segment 

polyline path caused by reflection from an inclined surface, along which the medium properties are essentially 

different across each of the segments. 

A diffraction loss as a numerical quantity can be defined in numerous ways. A source-receiver configura-

tion that has been most widely studied [40-42] consists of a circular transducer radiating a compressional wave 

into an isotropic solid or fluid with a circular receiver of the same size located at some distance from the source; 

the diffraction loss is defined as reduction of the average pressure calculated over the receiving area compared 
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Fig. 9.3.1. Illustration of a calculation 
procedure for 3D modeling of a radi-
ated ultrasonic beam. 
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to the radiated one. For this case, an explicit analytic expression for the resulting field pressure can be obtained 

[40], which explains popularity of this configuration. Presence of an anisotropic medium or an asymmetrical 

source-receiver configuration complicates the analytical solution significantly. Diffraction losses of a longitudi-

nal wave propagating along certain directions in anisotropic solids were considered by Papadakis in [41]. The 

shear wave diffraction losses in an isotropic solid were analyzed in [42]. The authors considered the shear stress 

averaged over the receiver (which is the same as the averaged tangential component of a traction force) instead 

of considering the averaged pressure commonly used for longitudinal waves. Source field at radiating transducer 

is also defined as a shear stress. There are also works dealing with different geometry of emitting and receiving 

transducers: rectangular transducers [43], circular transducers of different sizes [44], non-co-axial transducer 

configuration [45], but they all deal only with the pressure field in an isotropic medium. To the best of our 

knowledge, there is no publication providing calculation results for the diffraction loss of a shear wave in an 

anisotropic medium – the task on hand. 

In next subsections results of the validation of the calculation procedure against known solutions are pro-

vided. The last subsection deals with diffraction losses calculated specifically for the TIRUS. 

9.4.1 Validation of the Diffraction Loss Calculation Procedure 

Data provided by the articles [40-42] were selected as main sources to validate the developed field calcula-

tion algorithm. The first paper contains tabulated values for the compressional wave diffraction loss in an iso-

tropic medium. The second one provides plots of the longitudinal wave diffraction loss for several propagation 

directions in anisotropic solids. The third paper gives a comparison between diffraction losses for shear and lon-

gitudinal waves in an isotropic medium for small values of parameter ka, where λπ= /2k  is the wave vector 

and a is a radius of the radiating area. Usually an approximation is applied to simplify analytical expressions for 

∞→ka . Papers [40-41] deal with high-frequency approximation ∞→ka , whereas paper [42] analyze small 

and intermediate values of parameter ka = 10, 20, 50, 100. 

9.4.2 Longitudinal Waves in an Isotropic Medium 

To model propagation of an ultrasonic beam in an isotropic 

medium material parameters of fused silica were loaded into the 

calculation algorithm, although actually used values are of no im-

portance in an isotropic case. The calculated diffraction losses are 

plotted in normalized coordinates: the source-receiver separation 

distance S is normalized to the wavelength and the transducer size 

 2/ azS λ= , (9.4.1) 

where z is an actual distance between the receiver and transducer 

planes. The source field was defined with a stress component corre-

sponding to the longitudinal wave, and stresses obtained at the re-

ceiver plane were projected on the same direction as the source 

force to take into account only longitudinal components. The 
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Fig. 9.4.1. Calculated diffraction losses for 
longitudinal waves in an isotropic medium: 
comparison with [40]. Our data are shown 
as a blue line; tabulated values from [40] 
are shown as red circles. 
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stresses were averaged over the circular receiver area and normalized to the value at the source plane. The size 

of the transducers was chosen to correspond to 100=ka . The calculated diffraction losses show an excellent 

agreement with the tabulated values of [40] (Fig. 9.4.1). Besides peaks “A”, “B”, “C” and minima “1”, “2”, “3” 

usually mentioned in cited papers, our calculations show also additional maxima and minima for small values of 

the parameter S (see an inset in Fig. 9.4.1). 

9.4.3 Longitudinal Waves in an Anisotropic Medium 

Paper by Papadakis and Margetan [41] provides data for the longitudinal wave diffraction losses in a num-

ber of anisotropic media. All plots are obtained for the high-frequency approximation ∞→ka . To repeat calcu-

lations with our algorithm we used the same material parameters as in their reference list. A comparison was 

done for several combinations of propagation directions in different crystalline solids: Si [100], Si [111], 

Si [110], Ge [110], NaCl [110]. All of them show very good agreement of calculated losses with the original 

curves except only the one. A noticeable discrepancy appears for the [110] direction in germanium (see 

Fig. 9.4.2). It is not clear what is the reason for that because there is a very good agreement for two other mate-

rials, Si and NaCl, for the same direction of the wave propagation (see a plot for NaCl in Fig. 9.4.3), in which 

case the same result is naturally expected for germanium. 

The plot for germanium in the original work [41] shows noticeable oscillations in the near-field region 

which are absent in the plots for other materials and also do not appear in our calculations. Apparently it could 

be an error in the original paper, because all three materials have the same cubic symmetry and only the values 

of material parameters differ. Calculation of the field distribution for the wave propagating in the [110] direction 

is most difficult among the considered cases because of an asymmetric shape of the slowness surface in its vi-

cinity. Authors of [41] applied the Gauss-Hermit beam expansion method to calculate diffraction losses in this 

direction. We used an asymmetric grid of 2048×512 points to take into account anisotropic beam spreading 

when calculated the diffraction loss in the [110] direction, whereas a symmetrical grid of 1024×1024 points was 

  
Fig. 9.4.3.Calculated diffraction losses for longitudinal 
waves in the [110] direction in NaCl: comparison with 
[41]. Good agreement is seen. The original black and 
white image was colored: curve for diffraction loss was 
highlighted in red; our data superimposed as a blue line. 
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Fig. 9.4.2.Calculated diffraction losses for longitudinal 
waves in the [110] direction in germanium: comparison 
with [41]. Discrepancy is seen both in values and in the 
pattern of near-field oscillations. Original black and white 
image was colored: original curve for diffraction loss was 
highlighted in red; our data superimposed as blue line. 
Captions in color are made by us. 
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used for other directions. Despite a noticeable difference between results for germanium obtained in [41] and in 

the current research (Fig. 9.4.2), positions of the inflection points on both curves coincide, which indicates that a 

significant error in the calculation done is hardly likely. 

9.4.4 Shear Waves in an Isotropic Medium 

Diffraction loss calculations for shear waves are presented in [42]. The authors come to an important con-

clusion that for transducers of a large size (ka>100) dependence of diffraction losses on the source-receiver sep-

aration distance S coincide for both longitudinal and 

shear waves, and a significant difference appears only 

for small values of ka. We calculated the diffraction 

losses for ka = 10 and 20 for both modes to compare 

them with those provided in the paper. The results ob-

tained for ka = 20 show an excellent agreement, which, 

however, is not so with the results for ka = 10 shown in 

Fig. 9.4.4. Curves for compressional waves in the figure 

match closely; curves for shear waves show some dis-

crepancy: positions of the peaks are nearly the same and 

the difference diminishes for larger separations. A pos-

sible reason for this discrepancy can be associated with 

a limited grid resolution for small values of ka because 

a circular source cannot be represented accurately by a 

rectangular grid used in the developed technique. Why 

this difference takes place for shear but not for longitu-

dinal waves remains unclear. 

9.4.5 Calculation of the Diffraction Loss in the TIRUS 

Diffraction losses in the TIRUS are the part of the sound attenuation due to the beam divergence in the 

crystalline body of the sensor. A probing ultrasonic beam 

emitted by the transducer is reflected by the sensor sensi-

tive surface, so the total propagation path can be divided 

into two regions: one before and another after reflection. 

Calculation of the diffraction loss before reflection is 

straightforward. The displacement field is projected onto 

the ]011[  direction and is averaged over a rectangular 

area equal to the size of the emitting transducer, but lo-

cated at a distance from the source plane. The situation 

after reflection is different because a virtual receiver area 

changes in size due to inclination of the reflecting plane. 

Its proper boundaries can be determined by a simple ge-

ometrical projection of the source boundaries taking into 

  
Fig. 9.4.4. Calculated diffraction losses for longitudi-
nal and shear waves in an isotropic medium: compari-
son with [42]. The original black and white image was 
modified: dashed curves for shear and compressional 
waves were colored in red and blue; our data are pre-
sented by solid lines. An acoustic solution colored in 
gray is irrelevant to the task and was not analyzed. 
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Fig. 9.4.5. The diffraction loss calculation geome-
try before and after reflection. 
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account anisotropic nature of the medium (see Fig. 9.4.5). As illustrated in the figure, there is a transitional zone 

where diffraction loss cannot be determined in a conventional way because a fragment of the incoming beam 

already passed reflecting plane but another part of the beam still approaching it. Therefore in computation the 

losses data in transitional zone are unavailable. Diffraction losses for regions before and after reflection are 

combined together in Fig. 9.4.6. In calculations, a transitional zone where correct data are not available was 

filled up with the data calculated for the case with no reflecting plane in presence. The Propagation distance on 

the plot is measured along the central line of the beam and is expressed in absolute units (millimeters). Normal-

ized coordinate S is not applicable here because the wavelength of sound and the beam divergence are signifi-

cantly different before and after reflection. Losses after reflection can contain considerable calculation errors 

due to the grid coarsening caused by peculiarities of the calculation algorithm. Magnitude of this errors is esti-

mated by varying a number of points averaged over the receiver area and is presented on the plot as error bars. 

Error margins for values before reflection are much smaller and do not exceed the line width on the plot. The 

beam divergence along direction [001] is particularly small, which is indicated by the slope of the loss curve 

after reflection that is in good agreement with the shape and curvature of the slowness surface in this direction. 

A graph of the diffraction loss in Fig. 9.4.6 shows that the field magnitude just after reflection does not dif-

fer significantly from the field magnitude before reflection, so the SH wave still carries the major part of the 

energy. Diffraction losses are determined taking into account both magnitude and phase of the filed, so distor-

tion of the wavefront is also included into consideration. Therefore, a rather small change of diffraction losses 

observed after reflection confirms indirectly that the wavefront of the reflected beam does not suffer from deg-

radation on reflection. Thus, the computational results show that in the frame of the developed theoretical model 

large insertion losses observed in the experiments cannot be explained with mode conversion on the reflecting 

plane. 

9.5 Conclusions 

The plane wave decomposition method was applied to develop an algorithm suitable for calculation of an 

ultrasonic beam transmission, propagation and reflection in an anisotropic medium. Calculation of the radiated 

filed in the TIRUS showed that the beam has a good-shaped main diffraction lobe in the region where reflecting 

plane is located. This confirms that the sensitive plane is far enough to obtain uniform distribution of the field in 
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Fig. 9.4.6. The calculated diffraction loss for SH waves in the TIRUS. The 
propagation distance is measured along the beam central line. 
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a zone where the sensor should contact a tested specimen. Inspection of the field after reflection from a free sur-

face showed no noticeable conversion of the incident shear horizontal wave into other acoustic modes. This 

means that in the frame of the developed theoretical model unexpectedly large diffraction losses observed in the 

experiments cannot be explained with mode conversion on the reflecting plane. The total calculated diffraction 

loss associated with the beam divergence is equal to 2.64±0.12 dB, which is much less than the values observed 

in the experiment. This poses the problem of finding other physical reasons for such sensor behavior. The de-

veloped calculation procedure is not limited to the considered TIRUS configuration and can also be used for 

calculation of other modes of radiated ultrasonic fields in different anisotropic media. 
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10 Development of an Approach to Extraction of Reference Data from an Unstable TIRUS 

Output 

List of Symbols 

a and b vectors representing multiplicative and additive parts of the sinusoidal model 

C(t)  random phase part of vector f(t) 

f(t)  vector of a periodic component of experimental data 

Fn  spectral components of vector f(t) 

K estimation coefficient applied in the testing procedure 

n(t) a random function of time 

r correlation coefficient 

RPh(k) autocorrelation function of the TIRUS output phase 

RA(k) autocorrelation function of the TIRUS output amplitude 

Ym spectral components of vector )1(~y  

)1(~y  first principal vector determined from experimental data 

)2(~y  second principal vector determined from experimental data 

Ω frequency of oscillations of the statistical model output 

Introduction 

As shown in [1], a complex transfer function of the TIRUS has significant instability that makes it difficult 

to chose a single measured characteristic as a reference that characterizes a sample examined. Results of meas-

urements show that averaged characteristics obtained in different series of measurements differ significantly and 

a reasonable choice of “a best one” is also difficult. This raises questions about what is the character of the ob-

served differences and whether it is possible to apply a post processing technique for the purpose of making the 

reference. In the current research, a number of tasks were solved to answer these questions: (1) a statistical anal-

ysis of the obtained data sets for the purpose of detection of their general stationary parameters or properties; (2) 

the building of a mathematical model of an analyzed stochastic process to describe the instability of data ac-

quired; (3) the use of the built mathematical model and application of blind processing techniques to the purpose 

of reference data extraction; (4) development of an estimation procedure for testing flawless and defected spec-

imens using reference data. 

Solving the first two tasks enables to describe an unstable TIRUS output using a sinusoidal model. This 

significantly simplifies the task of reference data extraction. The discussion of an approach developed is pre-

sented in section 10.1. 

The third task solved was an application of the Principal Component Analysis (PCA) to an unstable TIRUS 

output. It has been shown that meaningful results can be obtained under rather strict conditions imposed on raw 

data sets used as a PCA input. In addition, a spectral analysis based on the Fourier transform of a periodic con-

stituent of the TIRUS output was carried out. The results obtained are presented in Section 10.2. 

In the third section, the techniques developed were tested on actual flawless and defected specimens. The 

results obtained were used for solving the fourth task, building an estimation procedure. The developed proce-
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dure proved to be suitable for detection subsurface defects in tested specimens using a single measured TIRUS 

response. 

10.1 Data Analysis and Development of a Mathematical Model 

The data used for the following analysis were taken from [1] as ones “ready to use”. A representative ap-

pearance of measured characteristics is presented in Fig. 10.1.1. As seen from the figure, all frequency responses 

of the insertion loss measured at successive points of time have the same periodic structure within one series of 

measurements. It leads to the thought that a mathematical model built should also provide, firstly, a similar 

structure of its output expressed as a basic periodic function and, secondly, should have a term providing ran-

dom fluctuations of the output data similar to those observed in the characteristics measured. Then, if a chosen 

processing technique applied to data generated by the model produces the same basic function that was original-

ly put into the model, it will indicate that this technique actually produces an expected result. 

In statistical analysis of the data measured, magnitude and phase of the transfer function were taken from 5 

arbitrary records of frequency responses of length of 400 samples each within the frequency range of 

26.975÷27.025 MHz. At the stage of data processing, the phase characteristics were unwrapped to exclude 

phase discontinuities and a specific slope of 58.6º was removed. It is easy to notice that the phase characteristics 

obtained after processing, as well as insertion losses in Fig. 10.1.1, have an explicit periodic structure. Its period 

can be determined easily by a position of the second maximum of their autocorrelation functions [46] (Fig. 

10.1.2). As seen from Fig. 10.1.2, both autocorrelation functions characterizing the phase RPh(k) and amplitude 

RA(k) parts of a complex TIRUS output are practically identical for all 5 records taken for analysis and have the 

same period of 106 samples. 

Thus, one can conclude that the experimental data analyzed manifest a periodic pattern that, when meas-

ured at different time points, shifts randomly along the abscissa axis keeping its shape. A sinusoidal model simi-

lar to the one analyzed in [47] appears to be suitable for modeling such a pattern. In our case, let it be as follows: 
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Fig. 10.1.1. Instability of the TIRUS frequency response. The picture is taken from [1]. 
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 yk(t) = ak sin[2πΩk + n(t)] + bk , (10.1.1) 

where yk(t) are components of the model output vector y(t) depending on time t, ak and bk are components of 

some unknown vectors a and b that do not depend on time and determine a multiplicative and an additive parts 

of the sinusoidal model; Ω is “a conceptual frequency” that is an inverse value of the data pattern period, n(t) is 

a random function of time. 

In the analyzed sinusoidal model the random component affects only a phase of the output obtained that 

corresponds to random phase shifts observed in the experimental data (Fig. 10.1.1). In this case, a simple ap-

proach such as data averaging is not applicable because with a random n(t) having a normal or uniform distribu-

tion a result of averaging will sum to zero. Thus, one needs to seek an alternative approach enabling to exclude a 

random component from the data obtained. In fact, it comes to the blind signal processing techniques in which it 

is possible to extract vector y whose elements characterize a time-independent system. Then vectors a and b for 

such a system can be determined using sinusoidal model (10.1.1). 

The approach proposed works only if periodic constituents of the examined sensors are pure sinusoids. 

However, the shapes of extracted periodic constituents of the examined sensors outputs were different and could 

significantly differ from sinusoidal ones. Moreover, a change in the shape of a constituent could be caused by a 

defect in a tested specimen and this change in no way had been taken into account by additive and multiplicative 

vectors of the sinusoidal model. This raised a question of development of a procedure taking into account a 

shape of the periodic constituent, or, in other words, a question of the change in its spectrum. 

For solving this problem the sinusoidal model (10.1.1) was replaced with a new model in which the sim-

plest periodic part of the sinusoidal model is replaced with a more complicated function mapping a periodic part 

of experimental data. It is presented in a form 

 y(t) = a⋅f(t) + b , (10.1.2) 

where f(t) is a vector of a periodic constituent of experimental data with components fk(t); phase shifts between 

its realizations produce a random function of time that represents an unstable character of the TIRUS output. 

In the currently developed procedure for reference data extraction, the periodic constituent f(t) is intro-

duced by means of the inverse complex discrete Fourier transform [48]: 
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Fig. 10.1.2. Autocorrelation functions of 5 amplitude (right) and phase (left) characteristics taken for analysis. 
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where N is a number of components of vector f(t), Fn is a complex amplitude of the vector f(t) spectrum, which 

is defined as ni
nn eFF ϕ⋅= , where ϕn is an initial phase of n-th spectral component and |Fn| is its magnitude. 

The right hand of equation (10.1.3) is modified in its phase part by term C(t) to take into account a random char-

acter of vector f(t) manifesting itself as a changing in time random shift of a measured frequency characteristic 

across the range of measurement: 

Unlike the sinusoidal model, in the model (10.1.2) vector of the periodic constituent of experimental data 

f(t) is not an unchangeable one and together with vectors а and b can play a role of the sensor identifier. In this 

case magnitudes of the f(t) harmonics can serve as reference data identifying the sensor if they are computed 

from data obtained while testing the sensor itself with no tested specimens at its sensitive surface. In such an 

approach, random phase shifts C(t) do not disturb reference data because they do not affect the spectrum magni-

tudes. 

10.2 A Procedure for Extraction of Reference Data 

10.2.1 Application of the Principal Component Analysis to the Data Processing 

In the blind signal processing, the Principal Component Analysis is the most widely spread technique [49]. 

The PCA technique is applied to reduce a dimension of space of the observed vectors of experimental data 

without essential loss of information. Let x be a vector of an initial set of vectors in a linear space Rn. Applica-

tion of the PCA enables transition to a basis of a new space such that a first component (a first vector of its ba-

sis) determines a direction with a maximum dispersion amongst the original vectors. The second vector of the 

new basis is chosen in such a way that dispersion of the original vectors along it is maximum and it itself is or-

thogonal to the first vector of the new basis. Other new basis vectors are constructed similarly. As a result, a 

basic variability of the original vectors is mainly mapped by several first (principal) components in the new 

space, and there is a possibility to move into a space of less dimension omitting less essential components. 

Mathematically, the result of application of PCA is expressed as calculation of a matrix W of m × n size 

that maps vectors of the space Rn into the subspace Rm spanned by the principal components 

 y~  = W(y – μ),    y~  ∈  Rm, y ∈  Rn , (10.2.1) 

where y is a vector from the original set, y~  is a vector in the subspace of principal components, μ is a mean 

vector of the original set. 

As mentioned above, PCA is a technique meant to reduce amount of data or, what is the same, a number of 

variables. So the question arises of how many components one needs to select and which a component should be 

chosen as a principal one. To answer the question a number of experiments were carried out with the mod-

el (10.1.1). 

Samples from the several series of data generated by the model (10.1.1) were taken as the test ones in 

which the components of the vector a were specified as polynomials  

 ak = A1k3 + A2k2 + A3k + A4 , (10.2.2) 
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Fig. 10.2.1. Initial characteristic used to test applica-
bility of the PCA technique. 

where A1, A2, A3 and A4 are some arbitrary coefficients. In the first place, a case was considered when b=0. All 

constants in (10.2.2) were chosen in such a way that components of the vector a were rendered as shown in 

Fig. 10.2.1 when the random function n(t) in (10.1.1) was taken to be zero. 

The testing was carried out in the LabVIEW environment. While testing the model with a non-zero n(t), a 

generator with a normal distribution (Fig. 10.2.2 (a)) was used. Despite that, it resulted in the distribution at the 

output essentially different from the normal (Fig. 

10.2.2 (b)). 

In the course of modeling, 400 samples of 

the model output producing one data vector were 

generated. Such vectors were generated several 

times in succession and the set obtained formed 

the set of the input vectors x for the PCA tech-

nique. After processing, a set of output vectors y 

was formed by the principal components extract-

ed from the input data. Such principal compo-

nents proved to be only two. 

In the processing procedure, different numbers of input vectors were tried. When number of vectors was 

small (less than 15), the principal components obtained were rather unstable that manifested itself as random 

phase shifts. On the other hand, the phase shift between them was steady and equal to ±π/2 (that is, ~26 samples 

on the abscissa axis). The frequency of their periodic part and envelops of their amplitudes resembled exactly 

the input frequency Ω and the data set of the original vector a. This is confirmed by features of their cross-

correlation functions R(k) presented in Fig. 10.2.3. 

When number of vectors was 16 or more, a position of the principal components became stable and further 

increase in number of vectors caused only random phase shifts of them by ±π. It is worth noting that neither of 

two principal components coincided with the original vector but, as seen in Fig. 10.2.4, they lay symmetrically 

around it with the phase shift of ±π/4. As a result, both principal components can be used to extract the original 

vector a. The results obtained in experiments with the model show that a positive result with real data from 

TIRUS samples might well be expected. 

(а) (б) 

Fig. 10.2.2. Distribution of the generated random function n(t) (a) and that of the model output (b). 
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As was established in simulation, the PCA technique can be effective to remove noise from processed data 

only in the case when the data set has uniform distribution with a rather large standard deviation (σ>0.5). But 

for finding a multiplicative or an additive part of the sinusoidal model (10.1.1) complete removal of the noise 

constituent n(t) is unnecessary. Thus, the condition of having uniform distribution or large standard deviation of 

the experimental data set is not strict. So, even if experimental data do not have uniform distribution, the PCA 

technique can be helpful in extracting reference data. 

10.2.2 A procedure for Extraction of Reference Data 

As noted above, model (10.1.2) will further be used to extract reference data from experimental data. Let 

us consider the case when the Fourier transform of the periodic vector f(t) does not depend on time, i.e., there is 

no random phase shift C(t) in (10.1.3) and changes in vector y(t) are connected only with changes in vectors а 

and b in model (10.1.2). In addition, the k-th components of vectors а and b have to depend on index k much 

weaker than components of vector f(t) (i. e., conditions dak /dk << dfk(t)/dk and dbk /dk << dfk(t)/dk have to be 

satisfied); otherwise, extraction of vectors а and b from the data vector y(t) is impossible. If the conditions are 

satisfied, the vector f(t) of a periodic component of experimental data obtained from the TIRUS itself, with no 

tested specimen, can be determined using the PCA technique [49] in the following steps. First, the first principal 

vector )1(~y  is extracted from the pre-processed experimental data. Second, an autocorrelation function of )1(~y is 

calculated, from which a period NT of the periodic constituent f(t) is produced. Third, having the period NT of 

vector f(t) known, amplitude components Fn of its spectrum are found by means of removing from the spectrum 

of vector )1(~y  all the components distinct from harmonics of vector f(t): 

 ( )∑
−

=
⋅ −⋅δ=

1

0

TN

m
mpn nmpYF , (10.2.3) 

where 







=

TN
Np  is an integer part of the N/NT ratio, Yn are components of vector )1(~y , δ is the Dirac delta 

function. Substitution of spectral components Fn found from equation (10.2.3) into equation (10.1.3) yields the 

y  
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Fig. 10.2.3. Cross-correlations between the initial 
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Fig. 10.2.4. A comparison between two first princi-
pal components and the initial characteristic. 
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sought vector f(t) calculated at C(t) = С0. The constant phase shift С0 of the periodic constituent corresponding 

to vector )1(~y can be then determined with a trial and error technique using a least square approximation of the 

vector )1(~y data. 

The vector of a periodic constituent f(t) found in such a way is further used to find multiplicative and addi-

tive constituents of the model (vectors аref and bref) to be used as reference ones in the post-processing of data 

obtained while testing defected specimens. 

The algorithm of finding vectors аref and bref is as follows. First, the components of vector )1(~y with index-

es of the zero-valued components of vector f(t) are sought. These components determine corresponding compo-

nents of vector bref: 

 
0)(

)1(~
=

=
tfk

ref
k

k

yb . (10.2.4) 

The remaining components of vector bref are determined by approximation with cubic splines of values found 

using expression (10.2.4). When vector bref is determined, components of vector аref are sought using (10.1.2): 
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The remaining components of vector aref are determined by approximation with cubic splines of values found 

using expression (10.2.5). Then аref and bref can be used as reference data to monitor a change in vectors а and b 

of the sensor output y(t) caused by a tested specimen being in touch with the sensor. In this procedure, vector 

f(t) should be matched with vector y(t) by means of the search for the phase shift C(t) as it was described above. 

10.2.3 Extraction of Reference Data from an Unstable TIRUS Output on the Base of Spectrum 

Analysis 

Let us consider the case when a periodic vector f(t) in (10.1.2) depends not only on random changes of 

phase shifts but also on the parameters of a tested specimen. In particular, it is related to a change in the vector 

f(t) spectral content when its period stays the same. This change can be monitored by comparison of vector f(t) 

with a reference vector fref built on the base of processing of data obtained from the TIRUS itself, with no spec-

imens in a contact with its sensitive surface. An estimator K for monitoring changes can be a measure of energy 

deviation of spectral components nF  from energy of spectral components ref
nF of the reference vector fref nor-

malized to the total energy of the reference vector components: 
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In addition, it is necessary to note that the periodic constituent f(t) itself of vector y(t) is determined from equa-

tion (10.1.2) after extraction of vectors а and b by means of the technique described above. 
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10.3 Processing Experimental Data Using the Technique Developed 

 Experimental data obtained form TIRUS samples Ug2 and Ug2_2 were taken for the analysis. Each data 

set consisted of 120 series of individual measurements taken at different times of the day. The length of each 

data vector obtained from a single measurement was 400, that is, it was the same as in the model examined. Re-

sults of one of the measurement series for TIRUS samples Ug2 and Ug2_2 are presented in Fig. 10.3.1.  

The analyzed experimental data can be characterized as follows: 

- the data have an obvious periodic component and for all data sets a period of the component stays constant and 

equal to 110 samples. This enables the technique used for the analysis of the previously described sinusoidal 

model to be applied to the experimental data. 

- the data obtained from the same TIRUS sample have a typical random phase shift of the periodic component 

changing in time that does not cause any essential change in the shape of originally obtained graphs (Fig. 

10.3.1). The same is typical for the sinusoidal model as well. 

Each set of experimental data represents a frequency characteristic of the TIRUS insertion loss measured 

in the frequency range of 50 kHz around the TIRUS operating frequency of 27 MHz. The actual physical quanti-

ties, frequencies, at which the samples were taken in the measurement procedure, have nothing to do with "con-

ceptual frequencies" Ω  in the spectra of vectors а, b, f and y of previous section. Thus, before applying the 

post-processing procedure to experimental data sets, they were “cleared up” and separated from their actual 

physical interpretation. Further in this section, the term “frequency” will be used in this “cleared up” meaning. 

10.3.1 Extraction of Reference Data from Experimental Data Obtained from TIRUS Samples  

The procedure for reference data extraction described in the previous section was tested on the TIRUS 

samples Ug2 and Ug2_2. The reference vectors were formed using the PCA technique on the base of 120 data 

sets of individual measurements with 400 samples taken in each one. 
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Fig. 10.3.1. Frequency responses of the TIRUS samples obtained within one series of measurements; frequency 
range 26.975÷27.025 MHz, number of samples 400. a – sample Ug2, b - sample Ug2_2. 
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For sensor Ug2, spectral components of vector )1(~y computed in such a manner are presented in 

Fig. 10.3.2. Vector )1(~y  itself and vector fref(t) of its periodic constituent computed from the spectrum of )1(~y  

using (10.2.3) and (10.1.3) are presented in Fig. 10.3.3. For extraction of vector fref(t), three first harmonics 

(samples 3, 6 and 9) that contributed to  vector )1(~y  mostly were used (Fig. 10.3.2). 

For sensor Ug2_2, the similar calculation results are presented in Figs. 10.3.4 and 10.3.5. In this case, four 

first harmonics (samples 3, 6, 9 and 12), were used for extraction of the periodic vector fref(t). 

The periods of extracted periodic constituents fref(t) for sensors Ug2 and Ug2_2 were 105 and 126 samples 

respectively. For this reason, the DFT was performed taking into account only three complete periods, i.e., 315 

samples for sensor Ug2 and 378 samples for sensor Ug2_2 from 400 samples of computed vectors )1(~y  

corresponding to each sensor. 
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Fig. 10.3.4. Spectral components Ym of vector )1(~y  

extracted from data obtained with sensor Ug2_2. 

Fig. 10.3.5. Components of vectors )1(~y  and fref(t) 

extracted from data obtained with sensor Ug2_2. 

 

Fig. 10.3.3. Components of vectors )1(~y  and fref(t) 

extracted from data obtained with sensor Ug2. 

Fig. 10.3.2. Spectral components Ym of vector )1(~y  

extracted from data obtained with sensor Ug2. 
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10.3.2 Testing the Developed Approach on Real Experimental Data 

The developed approach was tested on real experimental data obtained from the TIRUS samples to 

confirm the possibility of extracting reference data. It was important to understand whether the developed 

technique is capable of giving the same results when different arbitrarily chosen individual data sets obtained 

from the same sensor are used as input data. 6 sets of experimental data from the TIRUS sample Ug2 were taken 

for the analysis; each set consisted of 120 series of individual measurements taken at different times of the day. 

According to the model (10.1.2) and to the procedures of the technique described in section 10.2.2, an 

additive and a multiplicative components were extracted from the experimental data for every data set. 

Corresponding representative points of the multiplicative components (a) and the additive components (b) are 

presented in Fig 10.3.6. They are approximated by cubic splines. 

Processing of the datasets from sample Ug2 having rather large standard deviation (σ ≥ 0.6) gave similar 

multiplicative components (Fig. 10.3.6a). It is also worth noting that datasets with close values of standard devi-

ations from the same sample gave close values of multiplicative components. Additive components found from 

the data sets (Fig. 10.3.6b) have similar features too. Significant difference between the one of calculated 

characteristics and the others seen in Fig. 10.3.6 is explained by jumps in measured values present in one of the 

data sets. These jumps were caused by an experimental setup failure while measuring these characteristics that 

was revealed already after the data processing had been performed. 

Unlike the Ug2 sample, the similar data processing with experimental data from the TIRUS sample Ug2_2 

showed that vectors а and b proved to be scalars, i.e., constants. It illustrates the fact that multiplicative and 

additive components found from the data sets obtained in experiments with the same TIRUS sample are intrinsic 

to just this sample. This fact enables to discriminate the samples on hand already at the stage of data processing. 

10.3.3 Identification of Defective Specimens Using Reference Data Extracted 

Results of processing of a data set obtained from sensor ug2 while testing a defected specimen are present-

ed in detail below. Vector y(t) of this data set is shown in Fig. 10.3.7. Vectors of multiplicative and additive 
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Fig. 10.3.6. Multiplicative (a) and additive (b) components found from first principal vectors extracted using the PCA 
technique. Six data sets are used for TIRUS sample Ug2. 

a 
b 

a b 

0 100 200 300 400
0

1

2

3

σ = 0.27 σ = 0.25 σ = 0.60 σ = 0.78 σ = 1.02 σ = 0.91 

Distribution A:  Approved for public release; distribution is unlimited.



 92 

constituents а, аref and b, bref were computed using this vector y(t) and vector )1(~y  computed before. They are 

shown in Figs. 10.3.8 and 10.3.9; vectors а and аref are normalized. 

As seen in Figs. 10.3.8 and 10.3.9, the presence of the defect affects vectors of multiplicative and additive 

constituents of model (10.1.2) significantly. One can also conclude from Fig. 10.3.8 that vector аref, characteriz-

ing reference data, is, in fact, a scalar (a constant). A quantitative characteristic for comparison of reference data 

to those obtained in actual testing the specimens can be a difference between components of vectors а and b and 

components of vectors аref and bref. As will be seen below, a suitable estimate of this difference for the multipli-

cative constituent can be the mean squared difference of their components 

 ( ) ( )∑
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and for the additive constituent – the correlation coefficient r. 

In this case, a significant difference between the estimations made for a particular data set obtained in a 

single measurement act and the reference data can be a criterion indicating the presence of a defect. The esti-

mates made for an arbitrary chosen dataset of the sensor Ug2 itself are as follows: 

( ) 017.0
Ug2

2 =∆a ; 962.0Ug2 =r . 

The same estimates made for the data set obtained while testing a defected specimen are: 

( ) 413.02 =∆a ;  155.0=r . 

As can be seen from these results, both the mean squared differences and correlation coefficients differ be-

tween the two cases significantly. Thus, chosen estimates for changes in multiplicative or additive constituents 

of model (10.1.2) caused by the presence of a defect in a tested specimen (if such changes exist) can serve as 

suitable criteria for making conclusions on the presence of defects in tested specimens. 

As noted above, in the case of sensor 

Ug2_2, vectors аref and bref turned out to be sca-

lars, i.e., constants. Vectors а and b also proved 

to be scalars for the data obtained while testing 

both flawless and defected specimens. That is, 

here we deal exclusively with a change in the 

vector of the periodic constituent f(t), more ex-

actly, with a change in its harmonic magnitudes. 

Therefore, to conclude about the presence of a 

defect in this case, it is enough to consider only a 

change in these magnitudes compared to those of 

the reference vector fref(t). An estimator K intro-

duced in section 10.2.3 for quantitative estima-

tion of changes in the spectral content of vector 
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Fig. 10.3.7. Components of a single TIRUS output vector 
y(t) obtained while testing a defected specimen. The device 
under test is Ug2. 
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f(t) caused by the presence of defects in a tested specimen is based just on this notion. Let it be further called the 

energy deviation coefficient (EDC). 

Results of calculations of EDC for a number of trial tests carried out with sensors Ug2 and Ug2_2 are pre-

sented in Table 10.3.1. The tests with Ug2 were performed in an open manner, i.e. a manner where the presence 

or absence of the defects in tested specimens was known in advance. On the contrary, tests with the Ug2_2 sen-

sor were performed in a blind manner, where the raw data were processed with no a priori information on details 

of the testing procedure and the character of data acquired. In all cases, a critical value K0 of the EDC was calcu-

lated that then was used as a threshold to make a judgment on whether a specimen tested with the sensor was a 

flawless or defected one. It was defined as defected if a calculated value of EDC K exceeded the K0 value. The 

critical values K0 were defined and calculated as averages of raw series of experimental data sets obtained while 

testing the sensors themselves with no specimens being in contact with them. 

Table 10.3.1. Results of an analysis of data collected in testing procedures. 

Data set 
# Sensor 

Energy deviation 
coefficient K / K0 

value 

Conclusion on the 
presence of a de-

fect 

Tested spec-
imen Testing conditions 

1 Ug2 0.346 / 0.15 Yes DE1 1) Open manner 2) 

2 Ug2_2 0.277 / 0.35 No Flawless Blind 
3 Ug2_2 0.232 / 0.35 No No Blind 
4 Ug2_2 0.586 / 0.35 Yes Lacquer 3) Blind 
5 Ug2_2 0.188 / 0.35 No No Blind 
6 Ug2_2 0.605 / 0.35 Yes Flawless Blind 
7 Ug2_2 0.768 / 0.35 Yes DE1 Blind 
8 Ug2_2 0.619 / 0.35 Yes Flawless Blind 
9 Ug2_2 0.613 / 0.35 Yes DE1 Blind 

10 Ug2_2 0.509 / 0.35 Yes DE1 Blind 
1) The tested specimen with a defect of a “subsurface epoxy layer” type. 
2) Testing conditions are known in advance. 
3) No tested specimen, protective lacquer is spread on the sensitive surface. 

As can be seen from Table 10.3.1, in the majority of cases the developed estimation procedure lead to the 

right conclusions on the presence of a defect in the tested specimens. Only in two cases out of ten, the conclu-
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Fig. 10.3.8. Components of multiplicative constituents of 
data obtained with sensor Ug2. A flawless ( ref
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defected ( ka ) specimen were tested. 
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sions were wrong (rows 6 and 8) and in both cases the calculated K values were close. At the moment, it is diffi-

cult to suggest an explanation to this fact and there should be done a lot of additional investigations to find the 

reasons for that. On the whole, however, the result obtained at this stage can be considered satisfactory. 

Conclusions 

A mathematical model is developed to describe an unstable character of the TIRUS output. A correspond-

ingly developed procedure using this model has proved to be suitable for extraction of distinctive features of the 

examined TIRUS samples by means of post-processing of raw datasets obtained from them. It is based on the 

discrete Fourier transform (DFT) of the output and exploits a few first Fourier components to construct specific 

key features representing the TIRUS itself to be used as a reference in testing procedures for detection of sub-

surface flaws. The PCA is used as an instrument to prepare an input for the DFT at the first stage of the post-

processing procedure. A quantitative estimator built on the base of the developed procedure has demonstrated a 

rather high probability (~80%) of detecting subsurface defects when being tested on defective and flawless spec-

imens. Despite the fact that the developed technique has produced encouraging results, it should be tested on a 

greater number of experimental TIRUS samples because in the current project it was verified only on two ones. 
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11 Results and Discussion 

In the course of the project, very different tasks were solved and therefore the types of results obtained are 

very different as well. Experimental results concerning characteristics of the TIRUS as a two-port network are 

obtained in investigations described in sections 3-7. They are closely connected with results of optical visualiza-

tion of ultrasonic beams in the TIRUS body (section 8) that uncover real features of the beams affecting TIRUS 

operational functionality. A procedure for 3D modeling of ultrasonic beams developed in section 9 provides a 

calculation instrument for obtaining quantitative results on diffraction losses in the TIRUS and for simulation of 

transmission, propagation and reflection of ultrasonic beams in an anisotropic medium. A mathematical model 

developed in section 10 proved to be effective enough to be applied to unstable data obtained from the TIRUS 

when testing specimens with subsurface defects. All these results having little in common at a glance constitute, 

in fact, results of a complex research into underlying physics of the TIRUS. Further, they are considered with 

reference to the objectives of the project. 

11.1 Optical Visualization 

In the current project, optical visualization of ultrasonic beams has been a valuable instrument for experi-

mental study of their behavior in the TIRUS body. A visualization technique based on isotropic acousto-optic 

diffraction was applied to observe shear waves polarized along the [11̄0] direction and propagating in the [110] 

and [001] directions illuminated from the “forbidden” [11̄0] direction. In this case, an effective photoelastic con-

stants peff=0 for both waves (see eq. (8.1.2) in section 8.1) and the observed waves become “theoretically invisi-

ble”. In practice, however, a very weak responses from these waves can be observed and optical images of 

waves of interest have been recorded in the visualization experiments. It is worth mentioning that a mere fact of 

visualization of the field structure of an “invisible wave” (Fig. 8.4.2) under such conditions is a pioneering result 

in itself. Concrete results obtained are discussed in the relevant parts of the following subsections, particularly in 

11.4 and 11.5. 

11.2 Insertion Losses and Spurious Signals 

Data obtained in measurements of insertion losses of experimental samples are collected in Table 1.1.1 on 

the next page. They were acquired in both continuous wave and time-gated experiments, in the temperature con-

trollable environment at 20°C and under ordinary laboratory conditions when temperature could change within  

8-10°C. Although some data collected are controversial, e.g. those marked with dark-grey in row 2, this does not 

change common results following from data analysis. 

An obvious result obtained from an analysis of these data is that measured insertion losses of the TIRUS 

samples are certainly greater than those of the “Loss Samples”. The difference is significant, of the order of 6-8 

dB, and is observed for all experimental samples with no exclusion. Therefore, a natural conclusion to be drawn 

from this at a glance is that the main reason for an unexpectedly large insertion loss of the TIRUS is the pres-

ence of an inclined reflecting surface in its design (see Fig. 2.2.1). That is, it looks like the slow shear wave 

emitted by the transducer into the [110] direction of the TeO2 crystal does lose energy on reflection from this 

surface, which might be a result of acoustic mode conversion on the reflection. However, optical visualization of 

propagation and reflection of ultrasonic pulses in the crystal has shown that no conversion is observed. Moreo-

ver, the calculated value of the diffraction loss in the TIRUS (row 4 in Table 11.1.1) taking into account a bro-
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ken (polygonal) propagation path of the ultrason-

ic beam because of the reflection from the in-

clined face of the crystal proved to be too small 

(2.6 dB) to be a reason for that. Thus, this 

“jumped conclusion” is hardy correct and some 

other physical mechanism is responsible for the 

increase. 

As far as the TIRUS design differs from 

that of the loss samples (see Fig. 2.3.1), apart 

from the presence of the inclined reflecting 

plane, only by the transducer on the top face of 

the TIRUS crystal, it makes one think that this 

can be a reason. So the real difference is that the 

normal to the receiving transducer in the loss 

samples is oriented along the [110] direction 

whereas in the TIRUS it is orients along the 

[001] one, which can be the reason for a change in the transducer transduction loss. The transduction loss is a 

sum of reflection losses at the electrical and acoustic sides of the transducer and dissipative losses at both sides 

and inside. Because dissipative losses of transducers in the TIRUS and loss samples are certainly very close in 

values, the only visible physical mechanisms responsible for the discussed increase in total losses is reflection at 

an electrical or an acoustic side or both. A measured value of reflection loss at electrical side is too small (0.7 

dB, row 3 in Table 11.1.1) to really affect total losses hence the only mechanism to be considered is reflection at 

the acoustic side. 

One more important factor that can play a role in the transduction process is a significant narrowing of the 

ultrasonic beam propagating in the [001] direction after reflection from the inclined face of the crystal. As a 

result, the size of the receiving transducer on the top of the crystal is much greater than the size of the ultrasonic 

beam1. It raises a question of how these mismatched sizes can affect the transduction loss. Answering this ques-

tion requires a special research that is out of the scope of the project. 

As shown in section 8.4.2, appearance of “satellite pulses” in the TIRUS body and spurious pulse trains at 

its output (Fig. 4.2.1) are also explained by a mismatched size of the receiving transducer in the fabricated 

TIRUS sample (Fig. 8.4.4 (b)). Thus, a requirement of matching sizes of the transducers and ultrasonic beams is 

of great importance in the TIRUS design. 

Spurious longitudinal ultrasonic waves observed in optical visualization experiments (Fig. 8.4.4 (a)) is a 

simple corollary of the use of a 163° Y-cut LiNbO3 plate as a shear wave transducer because it generates not a 

pure transverse mode but a quasi-shear one having a longitudinal displacement component. Although the excited 

longitudinal wave is very weak, less than -26 dB compared to the shear one, a transducer generating a pure shear 

wave should be used if one needs a greater dynamic range. 

                                                           
1 It is important to note here that it is not exactly so for TIRUS samples Ug2 and Ug2_2 where the top transducer is almost 
twice less in size than that in Uj4. 

Table 11.1.1. Insertion losses of experimental samples 

No Results on Data obtained for sample: 

1 
TIRUS, |IL(f)| in the 
50 kHz range around 
27 MHz, dB. 

Ug2: 13.2-17.6 [1];  
Ug21): 11-17, Fig. 6.2.6; 
Ug2_21): 13-18, Fig. 6.2.8; 
Uj41): 11-23, Fig. 6.2.3.  

2 TIRUS, |ILTG| at 
27 MHz, dB.  

Ug2_21): 14.1, Table 6.3.1; 
Uj4: 14.7±0.2, Fig. 4.2.2;  
Uj4: 13.8, Table 6.3.1. 

3 TIRUS, Reflection 
loss at 27 MHz, dB. Uj4: 0.7, Fig. 3.2.5 

4 
TIRUS, Diffraction 
loss at 27 MHZ, dB, 
calculated.  

2.64±0.12, section 9.5 and 
Fig. 9.4.6. 

5 
Loss samples, 
|IL(f)|, dB, measured 
at 27 MHz. 

Uj1: 5.7±1.0, Fig. 3.1.3; 
Uj2: 7.7±2.6, Fig. 3.1.3. 

6 
Loss samples, 
|ILTG|, dB, measured 
at 27 MHz. 

Uj1: 7.7±0.1, Fig. 4.1.1; 
Uj2: 7.2±0.1, Fig. 4.1.1. 

1) at 20±0.1°C. 
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11.3 Instability of the TIRUS Output 

Instability of the TIRUS output is a serious problem for its applicability in practice. Investigations of the 

TIRUS in a temperature controllable environment using a temperature chamber have shown (Figs. 6.2.3 and 

6.2.4) that this instability is connected with temperature effects, first of all, as shown in [1], with a strong de-

pendence of the SSW velocity on temperature. The reason for this instability is a change in a resonance frequen-

cy of the acoustic resonator, which is the TeO2 crystal. Therefore, if the TIRUS is driven with a CW signal the 

change in the resonance frequency results in a change in its insertion loss IL(f). On the contrary, in the time-

gated measurements acoustic resonances are absent because the driving pulse is shorter than a propagation time 

of the SSW along the crystal and the insertion loss ILTG remains steady. Phase parts of the TIRUS output react 

to change in a temperature similarly in both cases. 

As far as the observed instability in the case of CW measurements manifests itself as a shift along the fre-

quency scale of the TIRUS frequency response as a whole, its negative effect can be mitigated by post-

processing of experimental data. A corresponding procedure is developed in section 10. 

11.4 Acoustic Mode Conversion 

Conversion of an emitted SSW into other acoustic modes on reflection from the inclined face of the crystal 

was supposed [1] to be a possible reason for observed appearance of quasi-longitudinal (QL) and quasi-shear 

fast (QSF) waves. In the current research, visualization of an ultrasonic shear wave of the SH type has shown 

(sections 8.4.3 and 8.4.4) that there is no conversion of it on reflection from this face. The same conclusion has 

been drawn in section 9.5 from calculation results. Thus, the most probable reason for the observed QL and QSF 

modes is conversion of the spurious longitudinal waves emitted by the shear wave transducer. The observed 

stronger intensities of optical responses from QL and QSF waves than those from the excited shear waves are 

explained by a simple fact that the shear wave of interest is visualized by illumination from a “forbidden direc-

tion” and therefore a response from it is much weaker. 

At the same time, an analysis of optical visualization data has revealed an unexpected conversion of the 

shear horizontal wave radiated by the top transducer into a longitudinal one on its normal reflection from the 

(001) face of the crystal (section 8.4.3), which is inexplicable as far as the plane wave theory is concerned. It 

can be thought that a possible reason for the observed phenomenon might be conversion of some plane-wave 

spectral components of the incident ultrasonic beam that propagate close to the [001] direction. For the time 

being, however, this is not more than an assumption therefore further research is necessary including both an 

experimental confirmation of the observed phenomenon and a theoretical analysis of spatial properties of the 

incident ultrasonic beam including calculation of 3D angular spectra of its wave and ray vectors. 

11.5 Displacement of an Ultrasonic Beam  

Optical visualisation of reflection of the SH-wave type pulse from the inclined face of the crystal has re-

vealed a displacement of an ultrasonic beam on reflection (Fig. 8.4.5). Although such a phenomenon is widely 

known, it has never been observed on reflection from a free flat surface that takes place in the described experi-

ment; therefore this finding is of great importance. For the time being, there is no satisfactory explanation of the 

observed phenomenon. Anyway, it requires further experimental studies to be confirmed. 
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The observed displacement of the ultrasonic beam on reflection might also contribute to the insertion loss 

of the studied TIRUS samples because in the TIRUS design this effect has not been taken into account and no 

correction of the transducers location has been done. How much loss is added due to this mechanism should be 

clarified in a specific research. 

11.6 TIRUS as a Testing Instrument 

First experiments demonstrating the TIRUS capability to detect a subsurface flaw is described in section 5. 

It has been shown that the insertion loss of the TIRUS increases significantly and the “waves” on its frequency 

response due to acoustic resonance of the crystal are suppressed when its sensitive surface is in contact with a 

tested specimen having a subsurface defect. The observed effects are the consequence of frustrated total internal 

reflection of the probing ultrasonic wave caused by a subsurface defect. In the experiment, it was an artificial 

defect, which was an epoxy layer of 28 µm in thickness under a 90 µm plate of fused quartz. The tested speci-

men was put in contact with the sensor using an optical contact technique. 

Afterwards (sections 6) similar effects were observed invariably in experiments with three different TIRUS 

samples with no exclusion and with another defective specimen of the same “foreign inclusion type” in both the 

temperature controllable environment and under normal laboratory conditions, using both the continuous wave 

and time-gated techniques. In this case, another specimen was used in testing and the defect was an epoxy layer 

of 53 µm in thickness under a 60 µm plate of fused quartz. This proves the TIRUS capability of sensing subsur-

face defects unambiguously. In the most cases, the degree of the insertion loss increase because of the presence 

of a defect was significant, up to 7-9 dB (Table 6.3.1), that says about a high potential sensitivity of the sensor. 

It was also established in the experiments that its sensitivity is high enough to monitor aging of an optical con-

tact (Figs. 6.2.1, 6.2.2, 6.3.3). 

Special research into the testing procedure using a couplant between surfaces of the sensor and a tested ob-

ject produced contradictory results. In the CW experiments, no meaningful change in the TIRUS response was 

detected when it moved across either a defective or a flawless part of the tested specimen (Fig. 7.2.1). With 

glycerin as a couplant, there was no reaction at all. With the Sonotech Shear Gel® there was no meaningful reac-

tion as well, only common increase in the insertion loss was observed across all the surface of the tested speci-

men. On the contrary, in the time-gated experiments a response from the TIRUS was evident and unambiguous: 

insertion losses ILTG in the defective area were by 10 dB greater than those in the flawless ones (Fig. 7.3.1). A 

similar reaction was observed in the phase channel as well. On the whole, results of the CW experiments show 

that the use of the Sonotech Shear Gel at the frequency of 27 MHz is fruitless and some positive results can be 

expected only at much lower frequencies, of the order of 5-10 MHz, whereas in the time-gated experiments pos-

itive results have been already obtained at the frequency of 27 MHz. The contradiction in the results obtained 

can at the moment be explained in different ways but it is obvious that only further experiments can lead to a 

proper answer for the reason for it. 

11.7 Modeling of Ultrasonic Beams 

Modeling of acoustic beams in the TIRUS has been an essential part of the project because not having an 

adequate model it is not possible, first, to calculate diffraction losses contributing to the total insertion loss of 

the TIRUS and, second, to have an estimation instrument for analysis of experimental results and comparison of 
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them with the theory. The model and calculation technique developed in the project were verified by comparing 

calculation results with those known from literature (Figs.9.4.1-9.4.4 ) 

It is worth noting that an implicit underlying assumption made initially that a real 3D structure of an ultra-

sonic beam could have been recovered from its 2D image projected onto the plane of observation proved to be 

overly simplistic to be realized in the frame of the current project. Nevertheless, it is obvious that spatial do-

mains in the crystal with zero sound amplitude contribute nothing to recorded images and domains with small 

amplitudes contribute less than those with greater ones. Hence, some spatial structure of the ultrasonic beam can 

be revealed and the developed model is of help in establishing correlation between a real 3D distribution of an 

acoustic field in the crystal and its 2D image visualized in optical experiments. An illustration of this is demon-

strated in Fig. 9.3.2. 

11.8 Extraction of Reference Data from an Unstable TIRUS Output 

In practice, applicability of the TIRUS as a sensor is determined by repeatability of data acquired from its 

output, which in reality is essentially unstable (Figs.  3.2.7, 6.2.4, 10.3.1) because of its strong dependence on 

temperature. Therefore, development of an approach to extraction of “reference data” that data acquired can be 

compared to is of importance. The idea behind the developed approach is to use an intrinsic periodicity of the 

TIRUS insertion loss frequency response from which a model can be built to extract essential features of this 

periodicity independent on external random factors (temperature) making the TIRUS output unstable. As a re-

sult, an estimator (eq. 10.2.6) has been built enabling to come to a decision on presence of a defect in the tested 

specimen on the base of a single individual measurement. Having been implemented into the testing procedure, 

it has shown a rather high probability of correct detection of a subsurface defect (Table 10.3.1). 

Conclusions 

The complex research into physical mechanisms underlying functionality of the Total Internal Reflection 

Ultrasonic Sensor (TIRUS) has been carried out. Both theoretical researches and experimental studies have pro-

duced a lot of interrelated data to be analyzed. The first includes building of models for simulation of ultrasonic 

beams and for post-processing of an unstable sensor output, the second embrace visualization of ultrasonic 

beams and investigations of the TIRUS operational characteristics. 

An optical setup has been built allowing shear wave beams in the sensor body, which is a strongly aniso-

tropic TeO2 crystal, to be visualized while observed from the “forbidden” [11̄0] direction. The field distribution 

of shear waves emitted by the transducer polarized along the same [11̄0] direction and propagating in the [110] 

and [001] directions have been observed and recorded for the first time. Spurious ultrasonic pulses caused by 

imperfection of the TIRUS design were visualized that explained appearance of spurious pulse trains at the 

TIRUS output. Spurious radiation of a longitudinal wave emitted by a 163° Y-cut LiNbO3 shear wave transduc-

er was observed too. Although its intensity was estimated to be at least 26 dB less than that of the shear one, it 

could apparently be the reason for the QL and QSF waves observed in optical experiments in [1] because their 

effective photoelastic coefficients are much greater than that of the SSW. At the same time, there has been ob-

served no direct conversion of the emitted shear wave into a longitudinal one on its reflection from the (110) 

16.25° z-rotated surface of the crystal. 

However, two effects that have apparently never been observed before have been discovered, a displace-
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ment of an ultrasonic beam on its reflection from a free flat surface and conversion of a shear-horizontal wave 

incident normally on the reflecting (001) face of the crystal into a longitudinal one. These findings are the most 

important results obtained in optical visualization experiments. Therefore, the observed phenomena require fur-

ther research into their nature including both experimental studies and a theoretical analysis of spatial properties 

of incident ultrasonic beams including calculation of their angular spectra to be verified and confirmed. 

Comparative analysis of results obtained for two types of experimental samples, one having an inclined 

surface changing the ultrasonic beam propagation direction from [110] to [001] (“TIRUS samples”) and another 

without it (“Loss samples”), has shown that the insertion losses of the former (~13-14 dB) is by 6-8 dB greater 

than those of the latter (~7-8 dB). This difference cannot be explained by the presence of the inclined reflecting 

plane because (1) the diffraction loss computed across the whole beam path using the developed calculation 

technique does not exceed 2.76 dB and (2) no conversion of the probing SSW on its reflection from the reflect-

ing plane has been discovered in optical visualization experiments. Thus, an increase in the total insertion losses 

in the TIRUS samples compared to those in the Loss samples should be referred to the transduction losses of the 

transducer on the top surface of the crystal because in the loss samples such transducers are absent. At the same 

time, additional loss due to the displacement of an ultrasonic beam on its reflection from the inclined surface 

might also be significant. 

Results of measurement of the insertion losses of the TIRUS samples in the temperature controllable envi-

ronment have convincingly confirmed an assumption that the observed instability of the TIRUS CW output is 

completely connected with temperature influences on the resonance properties of the crystal. Therefore, in the 

NDT practice, a measurement system based on the time-gated technique is more preferable in most cases. At the 

same time, the CW technique can be more sensitive since resonance properties of the crystal changing because 

of frustrated total internal reflection may play a role of an informative factor. However, it requires the use of the 

developed post-processing procedure for extraction of proper information from an unstable TIRUS output. This 

procedure, although has been proved to be rather effective, was tested only on two TIRUS samples with signifi-

cantly different characteristics and therefore needs itself further verification. 

Testing defective and flawless specimens using optical contact technique has shown 100% detection of de-

fects of a “foreign inclusion” type. The defects were thin (28 and 53 µm) epoxy layers under plates of fused 

quartz of 90 and 60 µm in thickness respectively. Thus, the TIRUS capability to detect subsurface 

inhomogeneities has been proved conclusively. 

Testing a defective specimen with a TIRUS through a couplant has led to discrepancy in the results ob-

tained. In the CW experiments no response from a defect was detected whereas in the time-gated experiments 

the insertion loss of the TIRUS grew by ~10 dB when the TIRUS passed through the defective area of the spec-

imen that was an unambiguous indicator of the detected defect. Further thorough experiments are necessary to 

explain such a difference in results. 

The accomplishment of the research has shown that: 

− acousto-optic interaction “forbidden” theoretically can, in practice, be used to visualize spatial structure of 

ultrasonic beams; 

− the TIRUS does sense subsurface defects, at least defects of a “foreign inclusion type”, when its sensitive 
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surface is in direct contact with a tested specimen. Its operational capability in the case of a couplant be-

tween those has to be proved yet; 

− there is no conversion of a probing SSW into a longitudinal one on its reflection from the inclined surface 

of the crystal. Visualized QL and QSF acoustic waves are most probably caused by conversion of a spuri-

ous longitudinal wave emitted by the shear wave transducer; 

− spurious pulse trains at the TIRUS output are caused by imperfection of the TIRUS design; 

− large insertion loss of the TIRUS is not connected with conversion of a probing shear wave into other 

acoustic modes. Most probably they are determined by large transduction loss of the transducer located on 

the (001) surface of the crystal that requires special investigations. Additional loss due to the displacement 

of an ultrasonic beam might also be significant and should be studied;  

− instability of the TIRUS output is caused exclusively by temperature influences; 

− information on the presence of a defect in a tested specimen can be extracted from the unstable TIRUS 

output by means of post-processing of the output data; 

− the plane wave decomposition of the surface displacement field in the restricted plane area together with 

the use of the Stroh formalism is an effective instrument for modeling transmission, propagation and re-

flection of bulk shear ultrasonic waves in anisotropic media; 

− special researches are necessary to confirm two discovered effects, a displacement of an ultrasonic beam 

on its reflection from a free flat surface and conversion of a shear-horizontal wave incident normally on the 

reflecting (001) face of the crystal into a longitudinal one. 
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Appendix A. Development of a Phase Meter for Time-Gated Measurements 

A.1 Time-Gated Measurement of a Transfer Function 

An obvious way to avoid acoustic resonances in the sensor body is to apply pulse signals of duration less 

than the propagation time of ultrasonic waves between input and output transducers. In the current project, the 

sine burst waveforms, which are rectangular pulses with the continuous wave carrier of 27 MHz, are used for 

this purpose. Comparing parameters of the input and output signals of the sensor, one can detect a change in its 

output caused by a subsurface flaw to be detected with the sensor. 

In the course of the work, a specific phase meter has been developed and built to realize such a procedure. 

It consists of the driving and measurement parts working together and provides comparison of both main pa-

rameters of the driving waveforms, the phase of the carrier and the amplitude of the pulse envelope. 

The driving part of the phase meter is based on the programmed logic device Altera EPM7128SQC100 and 

has an interface to a personal computer. The controlling software allows to control the pulse duration, repetition 

rate and provides measurements of the phase of the carrier at the specified time points relative to that of the gen-

erated pulses. The driving part itself is depicted in Fig. A.1. 

The carrier frequency of 27 MHz is generated by a programmable quartz oscillator Q1, which has the tem-

perature stability 50 ppm/K. This frequency is applied to the fast switches SW1 and SW2. The switch SW1 is 

used to form a pulse of programmed duration and is controlled by the modulation signals from the controller 

board in a computer. Another switch SW2 included into the circuitry is meant to compensate a time delay and is 

always on. The frequency from Q1 is also used to clock the digital logic of the controller board to make all the 

modulation signals synchronous. Two outputs of the driver are driven by the amplifiers DR1 and DR2 with 

nominal output power of 5 dBm. The amplifiers are connected to the outputs via low-pass filters LPF1 and 

LPF2 with a cut-off frequency of 30 MHz. One of the outputs is applied directly to the TIRUS transducer, and 

another one is used as a reference channel for the measuring part of the phase meter, a phase detector. 

A.2 Principle of Operation of the Phase Detector 

The developed phase detector measures both the phase of the carrier of the TIRUS output relative to the 

reference signal and its strength. The strength is determined as logarithm of the signal amplitude that provides a 

high dynamic range of the measurement system. The outputs of the phase detector are converted into digital 

form and acquired by a personal computer. The diagram of the phase detector is shown in Fig. A.2. 
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Fig. A.1. Block diagram of a driving part of the phase meter. 
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It has two inputs, one for the reference frequency and another for the input signal. There are two identical 

logarithmic amplifiers AL1 and AL2 at the both inputs. Logarithmic amplifiers have limiters at their outputs and 

convert sine inputs into square waves. A special integrated circuit AD606 is used to build the device, which 

guarantees that the phase of an output square wave does not shift relative to the input signal phase. The phase 

difference between input signals is detected in the same manner as in analog electronics – the waves after the 

limiters are multiplied with the analog multiplier MUL. Voltage at the output of the low-pass filter LPF is pro-

portional to the phase shift between the input signals. It is scaled by an amplifier U1 and sampled by the com-

puter-controlled analog-to-digital converter ADC1. The logarithmic amplifier AL2 provides an additional output 

RSSI. Voltage at this output is proportional to the logarithm of the input signal amplitude. The RSSI signal is 

sampled by the second converter ADC2, so both the phase and the amplitude of the input 2 are acquired by the 

controlling computer. 

A.3 Calibration of the Phase Detector 

Linearity of the phase detector was checked by means of two different procedures. In the first case, the ref-

erence input was driven by the CW signal of 27 MHz and the signal input was driven by the slightly different 

frequency of 27.000000047 MHz. Due to the difference in frequencies, the phase between these signals changed 

linearly in time; the speed of this change was 16.76 degrees per second. Both the signals were generated by the 

computer-controlled two-channel frequency synthesizer built on the base of the Analog Devices integrated cir-

cuit AD9959. Both channels of the synthesizer were fed by the common clock signal of 200 MHz and were fully 

synchronized. The only factor affecting the stability of the frequencies was the stability of the clock generator. 

The clock generator was built on the VX7 module by Jauch Quartz GmbH, which had the temperature stability 

2·10-6 Hz·K-1. This led to instability of the calibration line slope of 

the order of 1 arcssec/s·K, which is negligible for the performed 

measurements. The speed of the phase difference change of 

16.76°/s corresponds to the minimal frequency difference of 0.047 

Hz allowed to be set with the used synthesizers. 

The results of the phase measurements in the first calibration 

procedure are shown in Fig. A.3. Analysis of the obtained curve 

confirms that the examined detector has a high linearity region for 

values of the phase between 30° and 150°. A measured speed of 

the phase change was (16.89±0.17)°/s (averaged over the 8 linear 
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Fig. A.2. Block diagram of the phase detector. 
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Fig. A.3. Calibration: the phase difference 
measured. The speed of the phase change 
is 16.76°/s. 
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sections). This is in a good agreement with the expected (calculated) value of the speed. The presence of nonlin-

ear regions is due to a limited slew rate of the square waves which are applied to the analog multiplier device 

MUL. 

The second calibration procedure was performed with the frequency of 27 MHz at both inputs with the 

simultaneous phase shift between the inputs. The test signals were generated by a two-channel synthesizer with 

a phase shift introduced into one of the channels. The synthesizer allowed to control the phase in each of the 

channels with great precision. At the same time, some constant phase shift between the channels appeared be-

cause of the delay of the signals in the analog circuitry. This unknown phase shift was compensated before ap-

plying the testing procedure to the phase detector. The phase of the reference signal was adjusted to match the 

second channel with a relative precision of 1-2% using an averaging procedure with the oscilloscope Tektronix 

TDS 201. After such a compensation the initial phase shift was assumed to be zero. A testing phase shift was 

introduced into the signal channel with a step of 5°. A starting phase value was assigned to be 90°, which is the 

center of the linear region of the phase detector. Calibration of the phase detector was performed by adjusting a 

scaling amplifier U1. After calibration, the output of the phase 

detector was in a good agreement with the phase difference set at 

the synthesizer output. The usable working range was 30÷150°, 

corresponding to the linear region of the phase detector. A draw-

ing of the calibration curve is shown in Fig. A.4. The red line 

corresponds to a linear regression of the acquired data with a 

maximum deviation from the linear up to 2°. 

In addition to the applied calibration procedures, the long-

term stability of the phase detector was also investigated. Exper-

imental data show that after a 20-minute warming the subsequent 

drift of measured values was less than 1°/hour. 

To check operation of the phase meter with pulse signals (sine wave bursts), measurements of the output 

transient time were performed. The input signal was modulated to get short sine burst waveforms by switching 

the synthesizer on and off with a timed controller. To determine a rise time, the measurements were started with 

the specified delay relative to the pulse beginning. A correct value of the phase appeared at the digital output of 

the phase detector only when a sample was taken at the time point set up at least 1µs after the pulse started and 

not more than 1µs before it finished. This demonstrates that the transient time of the phase detector including 

the measurement delay in its circuitry is of the order of 2 µs. The stability of phase measurements within this 

allowed interval of the pulse duration was about 1°. 

The amplitude measurement channel (RSSI) allows estimation of the signal strength with precision of 

0.1 dB. It was calibrated to represent the value of 0 dB when the external synthesizer output was connected di-

rectly to the input of the phase meter. 

A.4 Testing of the Phase Meter Using an Ultrasonic Delay Line 

All testing and calibration procedures in the previous section were performed almost in “virtual measure-

ment environment” when there was no significant delay between the reference and measured signals. In reality, 
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Fig. A.4. The calibration curve of the 
phase detector. 
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measurements are to be done with sine burst waveforms separated in time by tens microseconds. To test the 

phase meter in “real measurement environment” a special ultrasonic delay line (UDL) was developed and fabri-

cated. 

The requirements to the developed UDL were as follows. Firstly, it had to provide the delay time not less 

than 10 µs to operate reliably with pulses of 5 µs duration. Secondly, it had to have temperature stability good 

enough to not change its delay parameters at small temperature changes in ordinary laboratory environment. 

These requirements could be satisfied with fused quartz used as a UDL waveguide. It has an extremely small 

coefficient of thermal expansion α=5.5×10-7 K-1 and small enough temperature coefficient of sound velocity 

equal to 1.1×10-4 K-1 for shear wave [50, p. 960]. Such a 

delay line was fabricated using a bar of fused quartz of 

43.3 mm in length. The shear wave velocity in fused 

quartz is 3750 m/s, which with such a length of the UDL 

body provides delay of 11.6 µs. Two shear-wave trans-

ducers with resonance frequencies of 27 MHz were bond-

ed to its opposite faces using technology of diffusion vac-

uum welding. Calculations made with the indicated val-

ues of temperature coefficients and the UDL body length 

gave dependence of the phase shift in the UDL of the 

order of 11º·K-1. 

The appearance of the fabricated UDL is shown in Fig. A.5. It was used as a testing device for the devel-

oped phase meter. A screenshot from a testing PC in Fig. A.6 represents results of a typical application of the 

testing procedure. Data displayed in the "Measurement results" window show that the phase meter produces 

stable enough results in ordinary laboratory environment. 

 
 

 
 

Fig. A.6. The phase meter interface representing measurement results. 

 
 

Fig. A.5. Appearance of an ultrasonic delay line 
fabricated for testing the phase meter. 
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